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Abstract— Many partial differential systems appearing in
mathematical physics, engineering sciences and mathematical
biology are nonlinear. Unfortunately, the algebraic analysis
approach, based on module theory, can only handle linear
partial differential systems. This paper is a first step toward a
generalization of this approach to certain classes of nonlinear
partial differential systems. In particular, we show how con-
structive methods of differential algebra and algebraic analysis
can be used to extend recent results on internal symmetries,
conservation laws and the decomposition problem to these
classes of nonlinear partial differential systems.

I. INTRODUCTION

A linear partial differential (PD) system can generally be
written as Rη = 0, where R ∈ Dq×p is a q × p matrix
with coefficients in a noncommutative polynomial ring D of
PD operators, and η is a vector of unknown functions. More
precisely, if F is a left D-module, then we can consider the
linear PD system or behaviour:

kerF (R.) = {η ∈ Fp | Rη = 0}.

The algebraic analysis approach to linear PD systems (see,
e.g., [3], [5], [9], [13]) is based on the fact that the linear
PD system kerF (R.) can be studied by means of the left
D-module M = D1×p/(D1×q R). Indeed, if homD(M,F)
is the abelian group of left D-homomorphisms (i.e., left D-
linear maps) from M to F , then a remark due to Malgrange
[13] asserts that the abelian group isomorphism

kerF (R.) ∼= homD(M,F)

holds, which provides a dictionary between the systemic
properties of kerF (R.) and the module properties of M and
F . Using homological algebra techniques [3], [5], [9], [13],
[16], certain properties of M can be constructively checked
[5], [7] using the recent development of noncommutative
Gröbner/Janet bases. The corresponding algorithms were
implemented in the OREMODULES [6], OREMORPHISMS
[8], JANET [2] and homalg [1] packages.

Many PD systems studied in mathematical physics, en-
gineering sciences and mathematical biology are nonlinear.
Unfortunately, to our knowledge, due to its module-theoretic
nature, algebraic analysis can only handle linear PD systems.
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In the literature, nonlinear PD systems are usually studied
by means of linearization techniques, analytic approaches,
differential algebra or Lie (pseudo)groups.

Using constructive methods of differential algebra [11],
[15] and algebraic analysis, the purpose of this paper is to
start the development of a new mathematical approach to
certain classes of multidimensional (PD) nonlinear systems
appearing in mathematical physics and engineering sciences
(e.g., Burgers’ flow, traffic flow, gas dynamics, shallow water
equations, transonic flow, unsteady nonisentropic flow) [10].
More precisely, in this paper, we show how to extend some
results developed in [5], [6], [7], [8] on homomorphisms,
internal symmetries, conservation laws and decomposition
problems to certain classes of nonlinear PD systems.

The paper is organized as follows. In Section II, we
recall basic definitions and techniques of differential algebra.
Section III shows how finitely presented left D-modules
can be associated with certain nonlinear PD systems. Then,
in Section IV, we first recall the characterization of a left
D-homomorphism between two finitely presented left D-
modules [7] and we then show how this can be used to
compute internal symmetries of certain classes of nonlinear
PD systems. Section V is concerned with the computation
of conservation laws of nonlinear PD systems. Finally, in
Section VI, we show that an approach similar to [7] can be
used to decompose certain nonlinear PD systems.

II. DIFFERENTIAL ALGEBRA

In this section, we recall basic definitions and construc-
tions of differential algebra that will be used in what follows.
For more details, see the standard books [11] and [15].

Definition 1: A differential ring (A, {δ1, . . . , δn}) is a
ring A equipped with n commuting derivations δ1, . . . , δn,
namely, for i = 1, . . . , n, δi : A −→ A satisfies:

∀ a, b ∈ A, ∀ j = 1, . . . , n,


δi(a+ b) = δi(a) + δi(b),
δi(a b) = δi(a) b+ a δi(b),
δi ◦ δj = δj ◦ δi.

(1)
Moreover, if A is a field, then (A, {δ1, . . . , δn}) is called a
differential field.

If (A, {δ1, . . . , δn}) is a differential ring, then we can
define the ring of constants of A:

C(A) = {a ∈ A | ∀ i = 1, . . . , n, δi(a) = 0}.



In particular, we have:

∀ i = 1, . . . , n, δi(1) = δi
(
12
)

= 2 δi(1) ⇒ δi(1) = 0.
(2)

In what follows, we shall assume that A contains a field
k of characteristic 0, i.e., a field k isomorphic to Q.

Definition 2: Let (A, {δ1, . . . , δn}) be a differential ring.
An ideal I of A is a differential ideal of (A, {δ1, . . . , δn})
if it satisfies:

∀ i = 1, . . . , n, ∀ a ∈ I, δi(a) ∈ I.

A differential ideal p of (A, {δ1, . . . , δn}) is called prime if:

a b ∈ p ⇒ a ∈ p or b ∈ p.

If I is a differential ideal of a differential ring
(A, {δ1, . . . , δn}), then we can define the quotient ring A/I
formed by the residue classes κ(a) of elements a ∈ A, and
endowed with the following operations:

∀ a, b ∈ A,

{
κ(a+ b) , κ(a) + κ(b),

κ(a b) , κ(a)κ(b).
(3)

Then, A/I can be endowed with a differential ring structure
by extending the action of the derivations δi’s to A/I:

∀ i = 1, . . . , n, ∀ a ∈ A, δi(κ(a)) , κ(δi(a)). (4)

Now, if p is a prime differential ideal of (A, {δ1, . . . , δn}),
then the quotient ring B = A/p is an integral domain since:

κ(a)κ(b) = 0 ⇔ κ(a b) = 0 ⇔ a b ∈ p

⇔ a ∈ p or b ∈ p ⇔ κ(a) = 0 or κ(b) = 0.

Then, we can define the quotient field Q(B) of B:

Q(B) =
{
q = nd−1 | d ∈ B \ {0}, n ∈ B

}
.

Using (2), δi(q) q−1 + q δi(q−1) = δi(q q−1) = δi(1) = 0,
for all q ∈ Q(B) \ {0}, which yields:

∀ q ∈ Q(B) \ {0}, δi(q−1) = −δi(q) q−2.

The field Q(B) is then a differential field called the differ-
ential quotient field of B.

If (k, {δ1, . . . , δn}) is a differential field and Y1, . . . , Yp
a set of indeterminates over k, then we can form the
ring k{Y1, . . . , Yp} of differential polynomials in the Yj’s,
namely, the commutative polynomial ring k[∆Y ] in the set
of indeterminates ∆Y defined by

∆Y = {Yj,ν | j = 1, . . . , p, ν = (ν1 . . . νn) ∈ Nn},

where Yj,0 = Yj . An element of k{Y1, . . . , Yp} is a poly-
nomial in a finite number of the indeterminates Yj,ν’s with
coefficients in k. Now, if ν = (ν1 . . . νn) ∈ Nn is a multi-
index of length |ν| = ν1 + · · ·+ νn and ν + 1i is the multi-
index of length |ν|+1 obtained by adding 1 at the ith position
of ν, then k{Y1, . . . , Yp} can be endowed with a differential
ring structure defined by the following derivations:

∀ i = 1, . . . , n, di , δi +
∑

j=1,...,p, |ν|≥0

Yj,ν+1i

∂

∂ Yj,ν
. (5)

The Yj’s are then called differential indeterminates over k.

Let (k{Y1, . . . , Yp}, {d1, . . . , dn}) be the ring of differen-
tial polynomials over the differential field (k, {δ1, . . . , δn}),
where the di’s are defined by (5), and p a prime differential
ideal of (k{Y1, . . . , Yp}, {d1, . . . , dn}). Let us consider the
integral domain A , k{Y1, . . . , Yp}/p and yj the residue
class of Yj in A, i.e., yj = κ(Yj) for j = 1, . . . , p. Using
(4), A = k{y1, . . . , yp} inherits a differential ring structure:

∀ i = 1, . . . , n, ∀ j = 1, . . . , p, di yj = κ(di Yj).

Since A is an integral domain, we denote by k〈y1, . . . , yp〉
its differential quotient field Q(A).

Let us now introduce the concept of a ring of partial
differential (PD) operators with coefficients in a differen-
tial ring (A, {d1, . . . , dn}). Let D = A〈∂1, . . . , ∂n〉 be
the noncommutative polynomial ring of PD operators with
coefficients in A, namely, the ring formed by elements of the
form

∑
0≤|ν|≤r aν ∂

ν , where ∂ν = ∂ν11 · · · ∂νn
n and aν ∈ A

satisfy the following relations:

∀ i, j = 1, . . . , n, ∀ a ∈ A,

{
∂i a = a ∂i + di a,

∂i ∂j = ∂j ∂i.
(6)

Remark 1: We point out that in (6), a has to be interpreted
as the multiplication operator b 7−→ a b. To simplify the
notations, we shall simply denote the above multiplication
operator (sometimes denoted by a.) and the element a ∈ A
by the same notation.

The ring A inherits a left D-module structure defined by:

∀ i = 1, . . . , n, ∀ a ∈ A, ∂i a , di a. (7)

In what follows, k will denote a differential field with the
derivations {δ1, . . . , δn} and we shall focus on differential
rings A of the form A = k{Y1, . . . , Yp}/p, where p is a
prime differential ideal of k{Y1, . . . , Yp}.

Example 1: Let (Q, {δt, δx}) be the differential field,
where δt(q) = δx(q) = 0 for all q ∈ Q. Moreover, let Y be
an indeterminate over Q and let us consider the ring Q{Y }
of differential polynomials in the differential indeterminate
Y , namely, polynomials in a finite number of dν Y , where
dν = dν1t dν2x and dt and dx are defined by (5). For instance,
we can easily check that dt(q) = 0 for q ∈ Q, dt Y = Y(1,0)

(also denoted by Yt), dx Y = Y(0,1) (also denoted by Yx),
dt(Y 2) = 2Y Yt, dt(Yx) = Y(1,1) (also denoted by Yx,t),

dt(Y 2 Yx) = dt(Y 2)Yx + Y 2 dt(Yx)

= 2Y Yt Yx + Y 2 Yx,t.

Consider the prime differential ideal p = {dt Y +Y dx Y } of
Q{Y } and A = Q{Y }/p = Q{y}, where y = κ(Y ). Then,
A is a differential ring with the derivations dt y = κ(dt Y )
and dx y = κ(dx Y ). Since κ(dt Y +Y dx Y ) = 0, using (3),
we then get the so-called Burgers’ equation [10]:

dt y + y dx y = 0.



Let D = A〈∂t, ∂x〉 be the noncommutative polynomial ring
of PD operators in ∂t and ∂x with coefficients in A. An
element of D has the form

∑
0≤|ν|≤r aν ∂

ν , where aν ∈ A
and ∂ν satisfy the commutation relations (6). For instance,
we have ∂t y = y ∂t + dt y = y ∂t − y dx y.

III. AN ALGEBRAIC ANALYSIS APPROACH TO CERTAIN
CLASSES OF NONLINEAR PD SYSTEMS

Let us first recall basic ideas of the algebraic anal-
ysis approach to linear PD systems [3], [4], [9]. Let
(A, {d1, . . . , dn}) be a differential ring, D = A〈∂1, . . . , ∂n〉
a noncommutative ring of PD operators, R ∈ Dq×p and
M = D1×p/(D1×q R) the left D-module finitely presented
by R. Let us explicitly describe M in terms of generators and
relations. Let π : D1×p −→M be the left D-homomorphism
(i.e., the left D-linear map) which sends λ ∈ D1×p to its
residue class π(λ) in the quotient left D-module M . Let
{fj}j=1,...,p be the standard basis of D1×p, i.e., fj is the
row vector of length p defined by 1 at the jth position and
0 elsewhere, and zj = π(fj) for j = 1, . . . , p. Since every
m ∈ M has the form m = π(λ) for a certain λ ∈ D1×p,
using the fact that π is a left D-homomorphism, we get

m = π(λ) = π

 p∑
j=1

λj fj

 =
p∑
j=1

λj π(fj) =
p∑
j=1

λj zj ,

which shows that {zj}j=1,...,p is a family of generators of
M . This family of generators of M admits the relations∑p

j=1Rkj zj =
∑p
j=1Rkj π(fj)

= π
(∑p

j=1Rkj fj

)
= π ((Rk1 . . . Rkp)) = 0,

for all k = 1, . . . , q, i.e., Rz = 0, where z = (z1 . . . zp)T .

Theorem 1 ([13]): Let D = A〈∂1, . . . , ∂n〉 be a non-
commutative polynomial ring of PD operators in ∂1, . . . , ∂n
with coefficients in a differential ring (A, {d1, . . . , dn}),
R ∈ Dq×p, M = D1×p/(D1×q R) and F a left D-module.
Then, the following isomorphism of abelian groups

kerF (R.) = {η ∈ Fp | Rη = 0} ∼= homD(M,F)

holds, where homD(M,F) is the abelian group of the left
D-homomorphisms from M to F .

Theorem 1, first noticed by Malgrange, plays a funda-
mental role in the algebraic analysis approach to linear PD
systems. Indeed, the linear PD system kerF (R.) (also called
behaviour) can be intrinsically studied by means of the left
D-modules M and F . For more details, see [5], [7], [14].

The purpose of this paper is to use algebraic analysis to
study some classes of nonlinear PD systems. More precisely,
if p is a prime differential ideal of the differential polynomial
ring k{Y1, . . . , Yp}, A = k{Y1, . . . , Yp}/p = k{y1, . . . , yp}
and D = A〈∂1, . . . , ∂n〉, then we shall consider the class of
nonlinear PD systems which can be written as:

Ry = 0, R ∈ Dq×p, y = (y1 . . . yp)T ∈ Ap. (8)

Example 2: Let us consider again Burgers’ equation:
∂y

∂t
+ y

∂y

∂x
= 0. (9)

Considering the ring D = A〈∂t, ∂x〉 defined in Example 1.
Burgers’ equation can then be written as Ry = 0, where:

R = (∂t + y ∂x) ∈ D.
Example 3: Let us consider the 1-dimensional isentropic

flow of an inviscid gas [10] described by:{
∂t u+ u ∂x u+ c ∂x ` = 0,
∂t `+ c ∂x u+ u ∂x ` = 0.

(10)

We shall assume that c is a polynomial function of u and `.

Let c ∈ Q[U,L] and p be the prime differential ideal

p = {dt U + U dx U + c dx L, dt L+ c dx U + U dx L}

of the differential polynomial ring Q{U,L}. Then, let us
consider the differential ring A = Q{U,L}/p = Q{u, `},
and D = A〈∂t, ∂x〉 the ring of PD operators with coefficients
in the commutative differential ring A. Then, we have:

(10) ⇔

(
∂t + u ∂x c ∂x

c ∂x ∂t + u ∂x

) (
u

`

)
= 0.

The main idea that we shall continuously used in what
follows is to apply Theorem 1 to the case of a differential
ring A = k{Y1, . . . , Yp}/p = k{y1, . . . , yp}, where p is a
prime differential ideal of the differential ring k{Y1, . . . , Yp},
and to the left D-module F = A defined by (7). Since by
construction, y = (y1 . . . yp)T ∈ Ap satisfies the nonlinear
PD system Ry = 0, i.e., y ∈ kerA(R.), the solution y
corresponds to f ∈ homD(M,A) defined by:

∀ j = 1, . . . , p, f(zj) = yj . (11)

Algebraic analysis techniques can then be used to study the
finitely presented left D-module M = D1×p/(D1×q R), and
thus the nonlinear PD system Ry = 0 by means of (11).

In the next sections, we shall show how to use algebraic
analysis techniques developed in [7] to study certain prob-
lems concerning nonlinear PD systems.

IV. HOMOMORPHISMS AND INTERNAL SYMMETRIES

Let us recall a characterization of a left D-homomorphism
between two finitely presented left D-modules.

Proposition 1 ([7]): Let D be a ring of PD operators with
coefficients in a differential ring A, R ∈ Dq×p, R′ ∈ Dq′×p′

,
M = D1×p/(D1×q R) and M ′ = D1×p′

/(D1×q′ R′).
1) The existence of f ∈ homD(M,M ′) is equivalent to

the existence of P ∈ Dp×p′
and Q ∈ Dq×q′ satisfying

RP = QR′, (12)

which is equivalent to the existence of the following
commutative exact diagram [16]

D1×q .R−→ D1×p π−→ M −→ 0
↓ .Q ↓ .P ↓ f

D1×q′ .R′

−→ D1×p′ π′

−→ M ′ −→ 0,



where the left D-homomorphism .R is defined by

∀ µ ∈ D1×q, (.R)(µ) = µR,

(similarly for .R′, .P and .Q) and f ∈ homD(M,M ′)
is given by:

∀ λ ∈ D1×p, f(π(λ)) = π′(λP ). (13)

2) Let R′2 ∈ Dq′2×q
′

be such that kerD(.R′) = D1×q′2 R′2
and P ∈ Dp×p′

and Q ∈ Dq×q′ two matrices
satisfying RP = QR′. Then, the matrices defined by{

P = P + Z R′,

Q = Q+RZ + Z2R
′
2,

where Z ∈ Dp×q′ and Z2 ∈ Dq×q′2 are two arbitrary
matrices, satisfy RP = QR′ and:

∀ λ ∈ D1×p, f(π(λ)) = π′(λP ) = π′(λP ).

Using (12), we get the next corollary of Proposition 1.

Corollary 1 ([7]): With the notations of Proposition 1, if
F is a left D-module, then the abelian group homomorphism

P. : Fp′ −→ Fp
ζ 7−→ P ζ,

sends elements of kerF (R′.) to elements of kerF (R.), i.e.,
F-solutions of the linear PD system R′ ζ = 0 to F-solutions
of the linear PD system Rη = 0. If R′ = R, then P. is
called an internal symmetry of kerF (R.).

Applying Corollary 1 to the class of nonlinear PD systems
considered, we get the following new result.

Theorem 2: Let p be a prime differential ideal of
k{Y ′1 , . . . , Y ′p′}, A = k{Y ′1 , . . . , Y ′p′}/p = k{y′1, . . . , y′p′},
D = A〈∂1, . . . , ∂n〉 and R′ ∈ Dq′×p′

such that:

R′ y′ = 0, y′ = (y′1 . . . y′p′)T ∈ Ap
′
.

Moreover, let R ∈ Dq×p, M = D1×p/(D1×q R), M ′ =
D1×p′

/(D1×q′ R′) and f ∈ homD(M,M ′) be defined by
(13) for a certain matrix P ∈ Dp×p′

. Then, y = P y′ ∈ Ap
satisfies Ry = 0, i.e., y = P y′ ∈ kerA(R.)

Example 4: Let us consider again Burgers’ equation (9).
Considering the ring D = A〈∂t, ∂x〉 of PD operators with
coefficients in the differential ring

A = Q{Y }/{dt Y + Y dxY } = Q{y},

Burgers’ equation can then be written as Ry = 0, where
R = ∂t+y ∂x = ∂t−E and E = −y ∂x ∈ D′ , A〈∂x〉. Let
M = D/(DR) be the left D-module finitely presented by
R. By 1 of Proposition 1, f ∈ endD(M) , homD(M,M)
is defined by f(π(λ)) = π(λP ), for all λ ∈ D, where
π : D −→M is the canonical projection and P ∈ D is such
that RP = QR for a certain Q ∈ D. Since P ∈ D is defined
up to a homotopy equivalence (see 2 of Proposition 1) and R
has order 1 in ∂t, we can assume without loss of generality
that P ∈ D′. The relation RP = QR then yields

(∂t−E)P = Q (∂t−E)⇔ P ∂t+
∂P

∂t
−E P = Q∂t−QE,

which implies P = Q and ∂P
∂t = E P − P E. We then get

∂P

∂t
= −y ∂x P + P y ∂x = −y P ∂x − y

∂P

∂x
+ P y ∂x,

and f ∈ endD(M) is defined by f(π(λ)) = π(λP ) for all
λ ∈ D, where P ∈ D′ satisfies:

∂P

∂t
= (P y − y P ) ∂x − y

∂P

∂x
. (14)

For instance, since y satisfies Burgers’ equation, P = y ∈ A
is a solution of (14). Hence, if F is a left D-module, then
we obtain the following abelian group homomorphism:

y. : kerF (R.) −→ kerF (R.)
η 7−→ y η.

Now, if F = A and η = y ∈ kerA(R.), then y2 ∈ kerA(R.).
Considering η = y2, then we get y3 ∈ kerA(R.) and so on.
Therefore, for all n ∈ N, yn ∈ kerA(R.), i.e.:

∀n ∈ N,
∂yn

∂t
+ y

∂yn

∂x
= 0.

Hence, endomorphisms of the left D-module M = D/(DR)
naturally induce internal symmetries of Burgers’ equation.

Example 5: Let us consider the prime differential ideal
p =

{
dt U − 6U dt U + d3

x U
}

of Q{U}, the differential
ring A = Q{U}/p = Q{u} defining the Korteweg-de Vries
(KdV) equation:

∂u

∂t
− 6u

(
∂u

∂x

)
+
∂3u

∂x3
= 0. (15)

Let us consider the rings of PD operators D′ = A〈∂x〉 and
D = D′〈∂t〉, the two PD operators E = −4 ∂3

x + 6u ∂x + 3
(
∂ u

∂ x

)
∈ D′,

R = ∂t − E ∈ D,

and the finitely presented left D-module M = D/(DR).
According to Proposition 1, f ∈ endD(M) is defined by
f(π(λ)) = π(λP ), where P ∈ D′ satisfies RP = QR.
Using 2 of Lemma 1 and the fact that R has order 1 in
∂t, we can suppose without loss of generality that P ∈ D′.
Moreover, proceeding as in Example 4, we get Q = P and:

RP − P R =
∂P

∂t
− E P + P E = 0.

If we consider the Schrödinger operator P = −∂2
x + u

with the potential u, then, after tedious computations, we
can check that RP − P R = 0. Hence, if u satisfies the
KdV equation (15), then the Schrödinger operator P defines
a left D-endomorphism of the left D-module M . The pair
(E,P ) is called a Lax pair [12] and it plays an important
role in the study of integrable evolution equations. Within
the inverse scattering theory, an important result asserts that
the smooth one-parameter family of OD operators

t 7−→ −∂2
x + u(x, t)

defines an isospectral flow on the solutions of ∂t η = E η,
namely, if ψ(x) is an eigenvector of the OD operator



−∂2
x + u(x, 0) with eigenvalue λ, then the solution η(x, t)

of the equation ∂t η(x, t) = E η(x, t) with the initial value
η(x, 0) = ψ(x) is an eigenvector of the OD operator
−∂2

x+u(x, t) with the same eigenvalue λ. This result directly
follows from the integrability condition ∂tP = E P − P E,
i.e., from the KdV equation. Based on this result, we can
prove that the KdV equation is completely integrable [12].

V. CONSERVATION LAWS

In this section, we shall show how the techniques previ-
ously developed can be used to compute conservation laws
for the class of nonlinear PD systems considered.

Let D be a ring of PD operators with coefficients in a
differential ring A and R ∈ Dq×p. We first recall the notion
of formal adjoint of the matrix R.

Definition 3 ([16]): An involution θ of a ring D is an anti-
automorphism of D of order two, namely:

∀ d1, d2 ∈ D,


θ(d1 + d2) = θ(d1) + θ(d2),
θ(d1 d2) = θ(d2) θ(d1),
θ ◦ θ = idD.

Example 6: The ring D = A〈∂1, . . . , ∂n〉 of PD operators
with coefficients in a differential ring A admits the involution
θ defined by:

∀ a ∈ A, θ(a) = a, θ(∂i) = −∂i, i = 1, . . . , n.

Definition 4 ([5]): Let D be ring admitting an involution
θ and R ∈ Dq×p. The formal adjoint R̃ of R is defined by:

R̃ , (θ(Rij))Ti=1,...,q, j=1,...,p ∈ Dp×q.

If M = D1×p/(D1×q R) is the left D-module finitely
presented by R ∈ Dq×p, then the adjoint module of M is
the left D-module defined by Ñ = D1×q/(D1×p R̃).

Example 7: Let us consider the Euler equations for an
incompressible fluid defined by{

ρ (∂t ~u+ (~u . ~∇) ~u) + ~∇ p = ~0,
~∇ . ~u = 0,

(16)

where ~u = (u1 u2 u3)T is the fluid velocity vector, p the
pressure and ρ the constant fluid density. Let us consider the
following prime differential ideal

p =
{
ρ dt Ui + ρ

∑3
j=1 Uj dxj

Ui + dxi
P, i = 1, . . . , 3,∑3

j=1 dxj
Uj

}
,

of the differential polynomial ring Q(ρ){U1, U2, U3, P}
defined by the four differential polynomials
defining (16), the differential polynomial ring
A = Q(ρ){U1, U2, U3, P}/p = Q(ρ){u1, u2, u3, p},
the ring D = Q(ρ){u1, u2, u3, p}〈∂t, ∂x1 , ∂x2 , ∂x3〉 of PD
operators in ∂t and ∂xi

for i = 1, 2, 3 with coefficients in
the differential ring A. Then, (16) can be rewritten as

d 0 0 ∂x1

0 d 0 ∂x3

0 0 d ∂x3

∂x1 ∂x2 ∂x3 0




u1

u2

u3

p

 = 0, (17)

where d = ρ (∂t +
∑3
j=1 uj ∂xj

) = ρ (∂t + ~u . ~∇) ∈ D, i.e.,
Ry = 0, where y = (u1 u2 u3 p)T and R ∈ D4×4 is
the matrix appearing in the left-hand side of (17). Using

∀ j = 1, 2, 3, ∂xj
uj = uj ∂xj

+dxj
uj ,

3∑
k=1

dxk
uk = 0,

we can check that the formal adjoint R̃ of R for the
involution θ defined in Example 6 is

R̃ =


−d 0 0 −∂x1

0 −d 0 −∂x3

0 0 −d −∂x3

−∂x1 −∂x2 −∂x3 0

 ,

so that R̃ = −R, i.e., R is a skew-adjoint matrix.

The formal adjoint R̃ ∈ Dp×q of a matrix R ∈ Dq×p,
where D = A〈∂1, . . . , ∂n〉 is a ring of PD operators with
coefficients in a differential ring A, can also be obtained by
contracting the column vector Rη by a row vector λT and
integrating the result by parts to get the following relation

λT (Rη) = ηT (R̃ λ) + div Φ, (18)

where Φ = (Φ1(λ, η), . . . ,Φn(λ, η))T is the vector contain-
ing the boundary terms Φi (bilinear forms in λ and η) of the
integration by parts (see references in [14]) and:

div Φ ,
n∑
i=1

∂i Φi.

From (18) and Corollary 1, we get the following result.

Theorem 3: Let p be a prime differential ideal of
k{Y1, . . . , Yp}, A = k{Y1, . . . , Yp}/p = k{y1, . . . , yp},
D = A〈∂1, . . . , ∂n〉 and R ∈ Dq×p such that:

Ry = 0, y = (y1 . . . yp)T ∈ Ap.

Moreover, let M = D1×p/(D1×q R) be the left D-module
finitely presented by R, R̃ the formal adjoint of the matrix
R, Ñ = D1×q/(D1×p R̃) the adjoint module of M and
Φ defined by (18). Let f : Ñ −→ M be a left D-
homomorphism defined by two matrices P ∈ Dq×p and
Q ∈ Dp×q such that R̃ P = QR. Then, the nonlinear PD
system Ry = 0 admits the following conservation law:

div Φ(P y, y) =
n∑
i=1

∂i Φi(P y, y) = 0. (19)

Example 8: Let us consider again the Euler equations for
an incompressible fluid defined in Example 7. We know that
R is a skew-adjoint matrix, i.e., R̃ = −R. If λ = (~vT λ4)T

and η = (~wT η4)T , then (18) can be written as

λT (Rη)=ηT (R̃ λ)+∂t ρ (~v . ~w)+~∇.(ρ (~v . ~w) ~u+η4 ~v+λ4 ~w),

which yields:

λT (Rη) = −ηT Rλ+∂t ρ (~v . ~w)+~∇.(ρ (~v . ~w) ~u+η4 ~v+λ4 ~w).
(20)



By construction, y = (u1 u2 u3 p)T ∈ A4 satisfies
Ry = 0. Since R is a skew-adjoint matrix, we can take
P = I4 in Theorem 3 and λ = P y = (u1 u2 u3 p)T .
We then obtain the following cubic conservation law of (16):

∂t

(ρ
2
‖ ~u ‖2

)
+ ~∇ .

(ρ
2
‖ ~u ‖2 ~u+ p ~u

)
= 0. (21)

Let us show how to obtain more conservation laws of (16).
We first note that:

Ñ = D1×4/(D1×4 R̃) = D1×4/(D1×4R) = M.

Hence, f ∈ homD(Ñ ,M) = endD(M) is defined by
two matrices P, Q ∈ D4×4 satisfying R̃ P = QR, i.e.,
R (−P ) = QR. If y = (u1 u2 u3 p)T ∈ kerA(R.),
then λ = P y ∈ kerA(R̃.) = kerA(R.). Therefore, if we
write λ = P y = (~vT λ4)T , then (20) yields

∂t (~v . ~u) + ~∇ . (ρ (~v . ~u) ~u+ p~v + λ4 ~u) = 0,

and shows that

Φ =
(

~v . ~u
ρ (~v . ~u) ~u+ p~v + λ4 ~u

)
is a conservation law of the nonlinear PD system (16).

These results show that the endomorphism ring endD(M)
of the left D-module M = D1×4/(D1×4R) contains impor-
tant physical information on the Euler equations (16), and
thus it should be more investigated in the future. A similar
study should also be done for different classical nonlinear PD
systems encountered in mathematical physics and engineer-
ing sciences such as, for instance, in magnetohydrodynamics.

Finally, once the Φi’s defined by (18) are known, we
point out that the degrees in the yj’s of the conservation
law (19) depends only on the degrees of the entries in the
yj’s of the matrix P ∈ Dq×p defining f ∈ homD(Ñ ,M).
Consequently, if we are only interested in conservation laws
of certain degrees in the yj’s, then we have to compute
left D-homomorphisms f : Ñ −→ M defined by a matrix
P ∈ Dq×p of appropriate degrees in the yj’s.

VI. DECOMPOSITION PROBLEMS

Let GLr(D) be the general linear group of degree r, i.e.:

GLr(D) = {U ∈ Dr×r | ∃ V ∈ Dr×r : U V = V U = Ir}.

Moreover, let A be a differential ring, D = A〈∂1, . . . , ∂n〉
the ring of PD operators in ∂1, . . . , ∂n with coefficients in A,
R ∈ Dq×p and F a left D-module. Then, the decomposition
problem of the linear PD system kerF (R.) aims at deter-
mining, when they exist, two matrices V ∈ GLq(D) and
W ∈ GLp(D) such that R , V RW is a block-diagonal
matrix [7]. As explained in [7], the decomposition problem
for a linear PD system kerF (R.) is related to the possibility
of decomposing the finitely presented left D-module M =
D1×p/(D1×q R) into a direct sum of submodules:

M = M1 ⊕M2.

This can be achieved by computing idempotents of the
endomorphism ring endD(M) of the left D-module M ,
namely e ∈ endD(M) satisfying:

e2 = e.

If M1 (resp., M2) is finitely presented by the matrix R1

(resp., R2), then kerF (R.) ∼= kerF (R1.)⊕ kerF (R2.) [7].

In this section, we study the decomposition problem of a
nonlinear PD system defined by Ry = 0, where R ∈ Dq×p,
D = A〈∂1, . . . , ∂n〉, A = k{Y1, . . . , Yp}/p = k{y1, . . . , yp}
and y = (y1 . . . yp)T ∈ Ap. If there exist two matrices
V ∈ GLq(D) and W ∈ GLp(D) such that

R , V RW =

(
R1 0
0 R2

)
,

where R1 ∈ Dl×m and R2 ∈ D(q−l)×(p−m), then

y =

(
y1

y2

)
= W−1 y ∈ kerA(R.),

where y1 ∈ Am (resp., y2 ∈ A(p−m)), i.e.:

R1 y1 = 0, R2 y2 = 0. (22)

The fact that (22) is an uncoupled nonlinear PD system
can be used to determine interesting information on y, and
thus on the solution y of the original nonlinear PD system
Ry = 0 by the invertible transformation:

y = W y.

We first recall lemmas before stating the new result.

Lemma 1 ([7]): Let us consider the beginning of a finite
free resolution of a left D-module M = D1×p/(D1×q R)
[16], namely an exact sequence of the form

D1×q2 .R2−−→ D1×q .R−→ D1×p π−→M −→ 0,

and a left D-endomorphism f : M −→ M defined by two
matrices P ∈ Dp×p and Q ∈ Dq×q satisfying RP = QR.
Then, f is an idempotent of endD(M), i.e., f2 = f , if and
only if there exists a matrix Z ∈ Dp×q satisfying:

P 2 = P + Z R. (23)

Then, there exists a matrix Z ′ ∈ Dq×q2 such that:

Q2 = Q+RZ + Z ′R2. (24)

If R ∈ Dq×p has full row rank, i.e., R2 = 0, we then have:

Q2 = Q+RZ. (25)

Lemma 2 ([7]): Let P ∈ Dp×p be an idempotent, i.e.,
P 2 = P . The following assertions are equivalent:

1) The left D-modules kerD(.P ) and imD(.P ) are free
of rank respectively m and p−m.

2) There exist U ∈ GLp(D) and JP ∈ Dp×p of the form

JP =
(

0 0
0 Ip−m

)
,



which satisfy the relation:

U P = JP U. (26)

The matrix U has then the form

U =
(
U1

U2

)
, (27)

where the matrices U1 ∈ Dm×p and U2 ∈ D(p−m)×p have
full row ranks and satisfy:{

kerD(.P ) = D1×m U1,

imD(.P ) = D1×(p−m) U2.
(28)

In particular, we have the relations U1 P = 0 and U2 P = U2.

Lemma 3 ([7]): Let us consider the following matrices
JP =

(
0 0
0 Ip−m

)
∈ Dp×p,

JQ =
(

0 0
0 Iq−l

)
∈ Dq×q,

(29)

where 1 ≤ m ≤ p and 1 ≤ l ≤ q, and a matrix R ∈ Dq×p

satisfying the following relation:

RJP = JQR. (30)

Then, R1 ∈ Dl×m and R2 ∈ D(q−l)×(p−m) exist such that:

R =
(
R1 0
0 R2

)
. (31)

Lemma 4 ([7]): Let us suppose that matrices R ∈ Dq×p,
P ∈ Dp×p and Q ∈ Dq×q satisfy RP = QR. Moreover,
let us assume that there exist U ∈ GLp(D), V ∈ GLq(D),
JP ∈ Dp×p and JQ ∈ Dq×q such that:{

U P = JP U,

V Q = JQ V.
(32)

Then, we have:

(V RU−1) JP = JQ (V RU−1). (33)

We can now state the main result of this section.

Theorem 4: Let p be a prime differential ideal of
k{Y1, . . . , Yp}, A = k{Y1, . . . , Yp}/p = k{y1, . . . , yp},
D = A〈∂1, . . . , ∂n〉 and R ∈ Dq×p such that:

Ry = 0, y = (y1 . . . yp)T ∈ Ap.

Let M = D1×p/(D1×q R) be the left D-module finitely
presented by R and f ∈ endD(M) an idempotent endomor-
phism defined by P ∈ Dp×p and Q ∈ Dq×q satisfying:

RP = QR, P 2 = P, Q2 = Q.

If the left D-modules kerD(.P ), imD(.P ), kerD(.Q),
imD(.Q) are free of rank respectively m, p−m, l and q− l,
where 1 ≤ m ≤ p and 1 ≤ l ≤ q, then we have:

1) There exist U ∈ GLp(D) and V ∈ GLq(D) satisfying{
P = U−1 JP U,
Q = V −1 JQ V,

where JP and JQ are the matrices defined by (29).
In particular, the matrices U and V are defined by

U =
(
U1

U2

)
, U1 ∈ Dm×p, U2 ∈ D(p−m)×p,

V =
(
V1

V2

)
, V1 ∈ Dl×q, V2 ∈ D(q−l)×q,

where the full row rank matrices U1, U2, V1 and
V2 are respectively bases of the free left D-modules
kerD(.P ), imD(.P ), kerD(.Q) and imD(.Q), i.e.:

kerD(.P ) = D1×m U1,

imD(.P ) = D1×(p−m) U2,

kerD(.Q) = D1×l V1,

imD(.Q) = D1×(q−l) V2.

2) The matrix R is equivalent to R = V RU−1.
3) If we denote by U−1 = (W1 W2), W1 ∈ Dp×m,

W2 ∈ Dp×(p−m), we then have:

R =
(
V1RW1 0

0 V2RW2

)
∈ Dq×p. (34)

Proof: The proof is analogous to that given in [7] in the
case of linear systems. We repeat it here for completeness.

1. The result directly follows from 2 of Lemma 2.

2. The fact that U ∈ GLp(D) and V ∈ GLq(D) yields:

R = V −1RU.

3. From Lemma 4, the matrix R = V RU−1 satisfies the
relation (30). Then, applying Lemma 3 to R, we obtain that
R has the block-diagonal form (31), where R1 ∈ Dl×m and
R2 ∈ D(q−l)×(p−m). Finally, we have

R = V RU−1 =
(
V1RW1 V1RW2

V2RW1 V2RW2

)
∈ Dq×p,

where V1RW1 ∈ Dl×m, V2RW1 ∈ D(p−l)×m and
V1RW2 ∈ Dl×(p−m), V2RW2 ∈ D(p−l)×(p−m).

Example 9: Let us consider again the 1-dimensional isen-
tropic flow of an inviscid gas given by (10). In Example 3,
we saw that (10) can be written as follows:

R

(
u

`

)
= 0, R =

(
∂t + u ∂x c ∂x

c ∂x ∂t + u ∂x

)
.

Let us now introduce the following matrices

F =

(
u c

c u

)
∈ A2×2,

E = −F ∂x ∈ A2×2, R = ∂t I2 − E ∈ D2×2,

M = D1×2/(D1×2R) and let π : D1×2 −→ M be the
canonical projection onto M .

Now, f ∈ endD(M) is defined by f(π(λ)) = π(λP ),
where the matrix P ∈ D2×2 satisfies RP = QR for a
certain Q ∈ D2×2. If y = (u `)T ∈ A2, then

P. : kerA(R.) −→ kerA(R.)
y 7−→ y = P y,

(35)



induces the nonlinear transformation (e.g., quadratic, cubic)(
u

`

)
= P (∂t, ∂x, u, `, dx u, dx `, d2

x u, d
2
x ` . . .)

(
u

`

)
,

where R
(
u `

)T
= 0.

In what follows, we shall simply study linear transfor-
mations, namely, P ∈ D′2×2, where D′ = Q〈∂t, ∂x〉 is
the commutative polynomial ring in ∂t and ∂x with rational
constant coefficients. Clearly, we have D′ ⊂ D and the left
D-module M is a left D′-module.

Since R has degree 1 in ∂t, 2 of Proposition 1 shows
that we can assume without loss of generality that we have
Q = P ∈ Q〈∂x〉. Then, the relation RP = P R yields

E P − P E = 0 ⇔ F ∂x P = P F ∂x ⇔ F P = P F,

since the entries of P belong to D′ (i.e., ∂P∂x = 0). Let

P =

(
P11 P12

P21 P22

)
,

where the Pij ∈ D′, then F P = P F is equivalent to:
uP11 + c P21 = P11 u+ P12 c,

u P12 + c P22 = P11 c+ P12 u,

c P11 + uP21 = P21 u+ P22 c,

c P12 + uP22 = P21 c+ P22 u.

(36)

From now, let us suppose that Pij’s belong to Q. Then, (36)
yields P21 = P12 and P22 = P11. Hence, P 2 = P yields:{

P 2
11 + P 2

12 − P11 = 0,
(2P11 − 1)P12 = 0.

(37)

Using the second and then the first equation of (37), we get
1) P11 = 1/2 and P12 = ±1/2.
2) P12 = 0 and P11 = 0 or 1,

which shows that the matrices

P1 =
1
2

(
1 1
1 1

)
, P2 =

1
2

(
1 −1
−1 1

)
,

define two idempotents fi of endD(M). Let us consider f1.
The matrices U and V defined in Theorem 4 can easily be
computed:

U = V =

(
1 −1
1 1

)
∈ GL2(D), U−1 =

1
2

(
1 1
−1 1

)
.

We then obtain

R = U RU−1 =

(
∂t + (u− c) ∂x 0

0 ∂t + (u+ c) ∂x

)
,

which shows that:{
(∂t + (u− c) ∂x)u = 0,

(∂t + (u+ c) ∂x) ` = 0,
where

{
u = u− `,
` = u+ `.

We then find the so-called Riemann invariants u and ` of
(10) (i.e., u and ` are conserved along the characteristics of

(10)) [10]. The fact that the decomposition method seems
to give a new constructive way for computing of certain
Riemann invariants for nonlinear PD systems will be further
investigated in a future publication.

VII. CONLUSION AND FUTURE WORK

This paper is a first step toward a new approach mixing
differential algebra techniques and algebraic analysis meth-
ods for studying certain classes of nonlinear PD systems.
The results developed in this paper and the different explicit
examples handled here show the relevance of the extension
of the results developed in [5], [7], [8] to certain classes of
nonlinear PD systems appearing in mathematical physics by
considering the category of finitely presented left modules
over a ring D = A〈∂1, . . . , ∂n〉 of PD operators with
coefficients in a differential ring A that can be written
A = k{Y1, . . . , Yp}/p, where p is a prime differential ideal
of k{Y1, . . . , Yp} defining the polynomial PD system. This
approach can also be used to study the generic linearization
of polynomial PD systems using the Kähler differentials [11].

Based on the JANET package [2], an implementation
of a Maple package called JANETMORPHISMS, extending
the OREMORPHISMS package [8] to the class of nonlinear
PD systems considered in this paper, is in development in
collaboration with D. Robertz.
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