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1 Introduction

In 1784, Monge studied the integration of certainunderdeterminednonlinear systems
of ordinary differential equations, namely, systems containing more unknown functions
than differentially independent equations ([29]). He showed how the solutions of these
systems could be parametrized by means of a certain number of arbitrary functions
of the independent variable. This problem was calledthe Monge problemand it was
studied by famous mathematicians such as Hadamard, Hilbert, Cartan andGoursat.
In particular, motivated by problems coming from linear elasticity theory, Hadamard
considered the case of linear ordinary differential equations and Goursat investigated
underdetermined systems of partial differential equations. We refer the reader to [29]
for a historical account on the Monge problem and for the main references.

Within the algebraic analysisapproach ([2, 21, 28, 33]), the Monge problem was
recently studied for underdetermined systems of linear partial differential equations
in [21, 33, 42, 43, 44] and for linear functional systems in [5, 6] (e. g., differential
time-delay systems, discrete systems). Depending on the algebraic properties of a
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certain moduleM defined over a ringD of functional operators and intrinsically as-
sociated with the linear functional system, we can prove or disprove the existence
of different kinds of parametrizations of the system (i. e., minimal parametrizations,
non-minimal parametrizations, chains of successive parametrizations). Constructive
algorithms for checking these algebraic properties (i. e., torsion, existence of torsion
elements, torsion-free, reflexive, projective, stably free, free) and computing the dif-
ferent parametrizations were recently developed in [5, 42, 43, 44], implemented in the
package OREMODULES ([5, 6]) and illustrated on numerous examples coming from
mathematical physics and control theory ([5, 6]). Finally, we proved in[5, 42, 43, 44]
how the Monge problem gave answers for the search ofpotentialsin mathematical
physics andimage representationsin control theory ([39, 40, 62, 63]).

The last results show that the Monge problem is constructively solved forcertain
classes of linear functional systems up to a last but important point: we can check
whether or not a linear functional system admits injective parametrizationsbut we are
generally not able to compute one even if some heuristic methods were presented in
[5, 42, 43]. Indeed, the existence of injective parametrizations for a linear functional
system was proved to be equivalent to the freeness of the corresponding moduleM . In
the case of a linear functional system with constant coefficients, the corresponding ring
D of functional operators is a commutative polynomial ring over a fieldk of constants.
Using the famous Quillen-Suslin theorem ([52, 55]), also known as Serre’s conjecture
([23, 24]), we then know that freeD-modules are projective ones. Using Gröbner or
Janet bases ([5, 10, 42]), we can check whether or not a module over a commutative
polynomial ring is projective. See [3, 10, 20] and the references therein for introduc-
tions to Janet and Gröbner bases. Hence, we can constructively prove the existence of
an injective parametrization for a linear functional system. However, weneed to use a
constructive version of the Quillen-Suslin theorem ([15, 19, 22, 26, 27, 35, 58, 59]) to
get injective parametrizations of the corresponding system.

The main purpose of this paper is to recall a general algorithm for computing bases
of a free module over a commutative polynomial ring, give four new applications of
the Quillen-Suslin theorem to mathematical systems theory and demonstrate the imple-
mentation of the QUILLEN SUSLIN package ([12]) developed in the computer algebra
system MAPLE. To our knowledge, the QUILLEN SUSLIN package is the first pack-
age available which performs bases computations of free modules overa commutative
polynomial ring with rational and integer coefficients and is dedicated to different ap-
plications coming from the mathematical systems theory.

More precisely, the plan of the paper is the following one. In the second section, we
recall how the structural properties of linear functional systems can beconstructively
studied within the algebraic analysis approach as well as different resultson the Monge
problem. A constructive version of the Quillen-Suslin theorem, which is themain tool
we use in the paper, is presented in the third section and the implementation is illus-
trated on many examples in the appendix of the paper. We also describe some heuristic
methods that highly simplify the computation of a basis of a free module overpolyno-
mial rings in certain special cases. The constructive version of the Quillen-Suslin the-
orem and, in particular the patching procedure, gives us the opportunityto make a new
observation concerning linear functional systems which admit injective parametriza-
tions also calledflat multidimensional systemsin mathematical systems theory. In the
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fourth section, we prove that a flat multidimensional system is algebraicallyequivalent
to a 1-D flat linear system obtained by setting all but one functional operator to zero in
the system matrix. This result gives an answer to a natural question on flat multidimen-
sional systems. In particular, we prove that every flat differential time-delay system is
algebraically equivalent to the differential system without delays, namely, the system
obtained by setting to zero all the time-delay amplitudes. In the fifth section, wecon-
sider a generalization of Serre’s conjecture. We recall that Serre’s conjecture, also
known as the Quillen-Suslin theorem, can be expressed in the language ofmatrices
as follows: every matrixR over a commutative polynomial ringD = k[x1, . . . , xn]
whose maximal minors generateD (unimodular matrix) can be completed to a square
invertible matrix overD (i. e., its determinant is a non-zero element of the fieldk). The
generalization, stated by Lin and Bose in [25] and first proved by Pommaret in [41]
by means of algebraic analysis, can be formulated as the possibility of completing a
matrix R whose maximal minors divided by their greatest common divisord gener-
ateD to a square polynomial matrix whose determinant equalsd. Serre’s conjecture
is then the special case whered = 1. Using the Quillen-Suslin theorem, we give a
constructive algorithm for computing such a completion. Using the possibilityof com-
puting bases of a free module in our implementation QUILLEN SUSLIN, this algorithm
has been implemented in this package. In the sixth section, we study the existence of
(weakly) left-/right-coprime factorizations of rational transfer matricesusing recent re-
sults developed in [48]. We give algorithms for computing such factorizations using the
constructive versions of the Quillen-Suslin theorem. These results constructively solve
open questions in the literature of multidimensional linear systems (see [60,61] and
the references therein). Finally, we show that the constructive Quillen-Suslin theorem
also plays an important role in the decomposition problem of linear functional systems
studied in the literature of symbolic computation. See [8] and the references therein
for more details. The main idea is to transform the system matrix into an equivalent
block-triangular or a block-diagonal form ([8, 9]).

The different algorithms presented in the paper have been implemented inthe pack-
age QUILLEN SUSLIN based on the library INVOLUTIVE ([3]) (an OREMODULES([6])
version will soon be available). The appendix illustrates the main procedures of the
QUILLEN SUSLIN package on different examples taken from the literature ([19, 22, 37,
58]). The package QUILLEN SUSLIN also contains a completion algorithm for uni-
modular matrices over Laurent polynomial rings described in [34, 37]. See also [1]
for a recent algorithm. In [37], Park explains the importance and the meaning of the
completion problem of unimodular matrices over Laurent polynomial rings to signal
processing and gives an algorithm for translating this problem into a polynomial case.
Park’s results can also be used for computing flat outputs ofδ-flat multidimensional
linear systems ([30, 31]). See [5] for another constructive algorithmand [6] for illus-
trations on different explicit examples.

Notation. In what follows, we shall denote byk a field,D = k[x1, . . . , xn] a commu-
tative polynomial ring with coefficients ink, D1×p theD-module formed by the row
vectors of lengthp with entries inD andDq×p the set ofq × p-matrices with entries in
D. F will always denote aD-module. We denote byRT the transpose of the matrixR
and byIp thep × p identity matrix. Finally, the symbol, means “by definition”.
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2 A module-theoretic approach to systems theory

Let D = k[x1, . . . , xn] be a commutative polynomial ring over a fieldk andR ∈ Dq×p.
We recall that a matrixR is said to havefull row rank if the first syzygy moduleof the
D-moduleD1×q R formed by theD-linear combinations of the rows ofR, namely,

kerD(.R) , {λ ∈ D1×p | λR = 0},

is reduced to 0. In other words,λR = 0 implies λ = 0, i. e., the rows ofR are
D-linearly independent.

The following definitions ofprimenessare classical in systems theory.

Definition 2.1 [32, 59, 63] LetD = R[x1, . . . , xn] be a commutative polynomial ring,
R ∈ Dq×p a full row rank matrix,J the ideal generated by theq × q minors ofR and
V (J) the algebraic variety defined by

V (J) = {ξ ∈ Cn | P (ξ) = 0, ∀ P ∈ J}.

1. R is calledminor left-primeif dimC V (J) ≤ n − 2, i. e., the greatest common
divisor of theq × q minors ofR is 1.

2. R is calledweakly zero left-primeif dimC V (J) ≤ 0, i. e., theq × q minors ofR
may only vanish simultaneously in a finite number of points ofCn.

3. R is calledzero left-primeif dimC V (J) = −1, i. e., theq × q minors ofR do not
vanish simultaneously inCn.

The previous classification plays an important role in multidimensional systems theory.
See [32, 59, 63] and the references therein for more details.

The purpose of this section is twofold. We first recall how we can generalize the
previous classification for general multidimensional linear systems, i. e., systems which
are not necessarily defined by full row rank matrices. We also explain the duality
existing between thebehavioural approachto multidimensional systems ([32, 39, 62,
63]) and themodule-theoretic one([42, 43, 44]). See also [62] for a nice introduction.

In what follows, D will denote a commutative polynomial ring with coefficients
in a field k. In particular, we shall be interested in commutative polynomial rings
of functional operators such as partial differential operators, differential time-delay
operators or shift operators. Let us consider a matrixR ∈ Dq×p and aD-moduleF ,
namely

∀ f1, f2 ∈ F , ∀ a1, a2 ∈ D : a1 f1 + a2 f2 ∈ F .

If we define the followingD-morphism, namely,D-linear map,

.R : D1×q .R
−→ D1×p,

λ = (λ1 . . . λq) 7−→ (.R)(λ) = λR,
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whereD1×p denotes theD-module of row vectors of lengthp with entries inD, then
the cokernel of theD-morphism.R is defined by

M = D1×p/(D1×q R).

TheD-moduleM is said to be presented byR or simply finitely presented([5, 53]).
Moreover, we can also define thesystemor behaviouras follows:

kerF (R.) , {η ∈ Fp | R η = 0}.

As it was noticed by Malgrange in [28], theD-moduleM and the systemkerF (R.) are
closely related. As this relation will play an important role in what follows, we shall
explain it in details. In order to do that, let us first introduce a few classicaldefinitions
of homological algebra. We refer the reader to [53] for more details.

Definition 2.2 1. A sequence(Mi, di : Mi −→ Mi−1)i∈Z of D-modulesMi and
D-morphismsdi : Mi −→ Mi−1 is a complexif we have

∀ i ∈ Z, im di ⊆ ker di−1.

We denote the previous complex by

. . .
di+2

−−−→ Mi+1
di+1

−−−→ Mi
di−→ Mi−1

di−1

−−−→ . . . . (2.1)

2. Thedefect of exactness of the complex (2.1) atMi is defined by

H(Mi) = ker di/im di+1.

3. The complex (2.1) is said to beexact atMi if we have

H(Mi) = 0 ⇐⇒ ker di = im di+1.

4. The complex (2.1) isexactif

∀ i ∈ Z, ker di = im di+1.

5. The complex (2.1) is asplit exact sequenceif (2.1) is exact and if there exist
D-morphismssi : Mi−1 −→ Mi satisfying the following conditions:

∀ i ∈ Z,

{
si+1 ◦ si = 0,

si ◦ di + di+1 ◦ si+1 = idMi
.

6. A finite free resolutionof aD-moduleM is an exact sequence of the form

0 −→ D1×pm
.Rm−−−→ . . .

.R2−−→ D1×p1
.R1−−→ D1×p0

π
−→ M −→ 0, (2.2)

wherepi ∈ Z+ = {0, 1, 2, . . .}, Ri ∈ Dpi×pi−1 , and theD-morphism.Ri is
defined by

.Ri : D1×pi −→ D1×pi−1

λ 7−→ (.Ri)(λ) = λRi.
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The next classical result of homological algebra will play a crucial rolein what follows.

Theorem 2.3 [53] LetF be aD-module,M a D-module and (2.2) a finite free reso-
lution ofM . Then, the defects of exactness of the following complex

. . .
R3.
←−− Fp2

R2.
←−− Fp1

R1.
←−− Fp0 ←− 0, (2.3)

where theD-morphismRi. : Fpi−1 −→ Fpi is defined by

∀ η ∈ Fpi−1 , (Ri.)(η) = Ri η,

only depend on theD-modulesM andF . Up to an isomorphism, we denote these
defects of exactness by

{
ext0D(M,F) ∼= kerF (R1.),

exti
D(M,F) ∼= kerF (Ri+1.)/(Ri F

pi), i ≥ 1.

Finally, we haveext0D(M,F) = homD(M,F), wherehomD(M,F) denotes theD-
module ofD-morphisms fromM to F .

We refer the reader to Example 5.3 for explicit computations ofexti
D(N,D), i ≥ 0.

Coming back to theD-moduleM , we have the following beginning of a finite free
resolution ofM :

D1×q .R
−→ D1×p π

−→ M −→ 0,

λ 7−→ λR
(2.4)

whereπ denotes theD-morphism which sends elements ofD1×p to their residue
classes inM . If we “apply the left-exact contravariant functor”homD(·,F) to (2.4)
(see [53] for more details), by Theorem 2.3, we obtain the following exact sequence:

Fq R.
←− Fp ←− homD(M,F) ←− 0.

R η ←−[ η

This implies the following important isomorphism ([28]):

kerF (R.) = {η ∈ Fp | R η = 0} ∼= homD(M,F). (2.5)

For more details, see [5, 28, 32, 44, 62] and the references therein.In particular, (2.5)
gives an intrinsic characterization of theF-solutions of the systemkerF (R.). It only
depends on two mathematical objects:

1. The finitely presentedD-moduleM which algebraically represents the linear
functional system.

2. TheD-moduleF which represents the “functional space” where we seek the
solutions of the system.
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If D is now a ring of functional operators (e. g., differential operators, time-delay
operators, difference operators), then the issue of understanding which F is suitable
for a particular linear system has long been studied in functional analysis and is still
nowadays a very active subject of research. It does not seem thatconstructive algebra
and symbolic computation can propose new methods to handle this functional analysis
problem. However, they are very useful for classifyinghomD(M,F) by means of the
algebraic properties of theD-moduleM . Indeed, a large classification of the properties
of modules is developed in module theory and homological algebra. See [53] for more
information. Let us recall a few of them.

Definition 2.4 [53] Let D be a commutative polynomial ring with coefficients in a
field k andM a finitely presentedD-module. Then, we have

1. M is said to befree if it is isomorphic toD1×r for a non-negative integerr, i. e.,

M ∼= D1×r, r ∈ Z+ = {0, 1, 2 . . .}.

2. M is said to bestably freeif there exist two non-negative integersr ands such
that

M ⊕ D1×s ∼= D1×r.

3. M is said to beprojectiveif there exist aD-moduleP and non-negative integerr
such that

M ⊕ P ∼= D1×r.

4. M is said to bereflexiveif the canonical map

εM : M −→ homD(homD(M,D),D),

defined by

∀ m ∈ M, ∀ f ∈ homD(M,D) : εM (m)(f) = f(m),

is an isomorphism, wherehomD(M,D) denotes theD-module ofD-morphisms
from M to D.

5. M is said to betorsion-freeif the submodule ofM defined by

t(M) = {m ∈ M | ∃ 0 6= P ∈ D : P m = 0}

is reduced to the zero module.t(M) is called thetorsion submoduleof M and
the elements oft(M) are thetorsion elementsof M .

6. M is said to betorsion if t(M) = M , i. e., every element ofM is a torsion
element.

Let K = Q(D) = k(x1, . . . , xn) be thequotient fieldof D ([53]) andM a finitely
presentedD-module. We call therank of M overD, denoted byrankD(M), the di-
mension of theK-vector spaceK ⊗D M obtained by extending the scalars ofM from
D to K, i. e.,

rankD(M) = dimK(K ⊗D M).
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We can check that ifM is a torsionD-module, we then haveK ⊗D M = 0, a fact
implying rankD(M) = 0. See [53] for more details.

Let us recall a few results about the notions previously introduced in Definition 2.4.

Theorem 2.5 [53] Let D = k[x1, . . . , xn] be a commutative polynomial ring with co-
efficients in a fieldk. We have the following results:

1. We have the implications among the previous concepts:

free =⇒ stably free=⇒ projective =⇒ reflexive=⇒ torsion-free.

2. If D = k[x1], thenD is a principal ideal domain− namely, every ideal ofD
is principal, i. e., it can be generated by one element ofD − and every finitely
generated torsion-freeD-module is free.

3. (Serre theorem [10])Every projective module overD is stably free.

4. (Quillen-Suslin theorem [52, 55])Every projective module overD is free.

The famous Quillen-Suslin theorem will play an important role in what follows. We
refer to [23, 24] for the best introductions nowadays available on this subject.

The next theorem gives some characterizations of the definitions givenin Defini-
tion 2.4.

Theorem 2.6 [5, 33, 44]Let D = k[x1, . . . , xn] be a commutative polynomial ring
over a fieldk, R ∈ Dq×p and the finitely presentedD-modules

M = D1×p/(D1×q R), N = D1×q/(D1×p RT ).

We then have the equivalences between the first two columns of Figure 2.1.

Combining the results of Theorem 2.6 and the Quillen-Suslin theorem (see 4of Theo-
rem 2.5), we then obtain a way to check whether or not a finitely presentedD-module
M has some torsion elements or is torsion-free, reflexive, projective, stably free or
free. We point out that the explicit computation ofexti

D(N,D) can always be done
using Gr̈obner or Janet bases. See [5, 42, 43] for more details and for the descrip-
tion of the corresponding algorithms. We also refer the reader to [4, 6] for the library
OREMODULES in which the different algorithms were implemented as well as to the
large library of examples of OREMODULES which illustrates them. Finally, see also
[3, 10, 20] and the references therein for an introduction to Gröbner and Janet bases.

Remark 2.7 TheD-moduleN = D1×q/(D1×p RT ) is called thetransposed module
of M = D1×p/(D1×q R) even ifN depends onM only up to aprojective equivalence
([45]), namely, ifM = D1×r/(D1×s R′) andN ′ = D1×s/(D1×r R′T ), then there exist
two projectiveD-modulesP andP ′ such thatN ⊕ P ∼= N ′ ⊕ P ′ ([53]). However, for
everyD-moduleF , we haveexti

D(N ⊕ P,F) ∼= exti
D(N,F) ⊕ exti

D(P,F) and, for
i ≥ 1, exti

D(P,F) = 0 becauseP is a projectiveD-module ([53]). Hence, we then
getexti

D(N,F) ∼= exti
D(N ′,F), for i ≥ 1. Hence, the results of Theorem 2.6 do not

depend on the choice of a presentation ofM , i. e., onR. In what follows, we shall
sometimes denoteN by T (M).
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In order to explain why the definitions given in Definition 2.4 extend the concepts of
primeness defined in Definition 2.1, we first need to introduce some moredefinitions
([2]).

Definition 2.8 1. If M is a non-zero finitely presentedD-module, then thegrade
jD(M) of M is defined by

jD(M) = min {i ≥ 0 | exti
D(M,D) 6= 0}.

2. If M is a non-zero finitely presentedD-module, thedimensiondimD(M) of M
is defined by

dimD(M) = Kdim(D/
√

annD(M)),

whereKdim denotes theKrull dimension([53]) and

annD(M) = {a ∈ D | aM = 0},
√

annD(M) = {a ∈ D | ∃ l ∈ Z+ : al M = 0}.

We are now in position to state an important result.

Theorem 2.9 [2, 33] If M is a non-zero finitely presentedD = k[x1, . . . , xn]-module,
wherek is a field containingQ, we then have

jD(M) + dimD(M) = n.

Let us suppose thatR has full row rank and let us consider the finitely presentedD-
moduleM = D1×p/(D1×q R). Using the notations of Definition 2.1 and the fact that

dimD(N) = dimCV (J),

whereN = T (M) = D1×q/(D1×p RT ) is then a torsionD-module, i. e., it satisfies
ext0D(M,D) = homD(M,D) = 0, by Theorem 2.9, we then obtain

jD(N) = n − dimCV (J) ≥ 1.

Hence, by Theorems 2.6 and 2.9, we obtain thatR is minor left-prime (resp., zero left-
prime) iff theD-moduleM is torsion-free (resp., projective, i. e., free by the Quillen-
Suslin theorem stated in 4 of Theorem 2.5). See [44] for more details andthe extension
of these results to the case of non-commutative rings of differential operators.

We finally obtain the table given in Figure 2.1 which sums up the different results
previously obtained. We note that the last two columns of this table only hold when
the matrixR has full row rank.

To finish, we explain what the system interpretations of the definitions givenin
Definition 2.4 are. In particular, these interpretations solve the Monge problem stated
in the introduction of the paper. In order to do that, we also need to introducea few
more definitions (see, e. g., [53]).
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Module M extiD(N,D) dimD(N) Primeness

With torsion t(M) ∼= ext1D(N,D) n − 1 ∅

Torsion-free ext1D(N,D) = 0 n − 2 Minor left-prime

Reflexive exti
D(N,D) = 0, n − 3

i = 1, 2

. . . . . . . . . . . .

. . . exti
D(N,D) = 0, 0 Weakly zero

1 ≤ i ≤ n − 1 left-prime

Projective exti
D(N,D) = 0, -1 Zero left-prime
1 ≤ i ≤ n

Figure 2.1Classification of some module properties
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Definition 2.10 1. A D-moduleF is called injective if, for every D-moduleM ,
and, for alli ≥ 1, we haveexti

D(M,F) = 0.

2. A D-moduleF is calledcogeneratorif, for everyD-moduleM , we have

homD(M,F) = 0 =⇒ M = 0.

Roughly speaking, an injective cogenerator is a space rich enough forseeking solu-
tions of linear systems of the formR η = 0, whereR ∈ Dq×p is any matrix and
η ∈ Fp. In particular, using (2.5), ifF is a cogeneratorD-module andM 6= 0, then
homD(M,F) 6= 0, meaning that the corresponding systemkerF (R.) is not trivial. Fi-
nally, if F is an injective cogeneratorD-module, then we can prove that any complex
of the form (2.3) is exact atFpi , i ≥ 1, if and only if the corresponding complex (2.2)
is exact. See [32, 39, 62] and the references therein for more details.

The following result proves that there always exists an injective cogenerator.

Theorem 2.11 [53] An injective cogeneratorD-moduleF exists for every ringD.

Let us give important examples of injective cogenerator modules.

Example 2.12 If Ω is an open convex subset ofRn, then the spaceC∞(Ω) (resp.,
D′(Ω)) of smooth real functions (resp., real distributions) onΩ is an injective cogener-
ator module over the ringR[∂1, . . . , ∂n] of differential operators with coefficients inR,
where we have denoted by∂i = ∂/∂xi ([32, 28, 39]).

Example 2.13 Let k be a field,F = kZ
n
+ be the set of sequences with values ink and

D = k[x1, . . . , xn] be the ring ofshift operators, namely,

∀ f ∈ F , i = 1, . . . , n, (xi f)(µ) = f(µ + 1i),

whereµ = (µ1, . . . , µn) ∈ Zn
+ andµ+1i = (µ1, . . . , µi−1, µi +1, µi+1, . . . , µn). Then,

F is an injectiveD-module ([32, 62]).

We have the following important corollary of Theorem 2.6 which solves theMonge
problem in the case of linear functional systems with constant coefficients. See [64]
and the references therein and the introduction of the paper.

Corollary 2.14 [5, 42] LetF be an injective cogeneratorD = k[x1, . . . , xn]-module,
R ∈ Dq×p andM = D1×p/(D1×q R). Then, we have the following results:

1. There existsQ1 ∈ Dq1×q2 , wherep = q1, such that we have the exact sequence

Fq R.
←− Fq1

Q1.
←−− Fq2 ,

i. e.,kerF (R.) = Q1 F
q2 , iff theD-moduleM is torsion-free.

2. There existQ1 ∈ Dq1×q2 andQ2 ∈ Dq2×q3 such that we have the exact sequence

Fq R.
←− Fq1

Q1.
←−− Fq2

Q2.
←−− Fq3 ,

i. e.,kerF (R.) = Q1 F
q2 andkerF (Q1.) = Q2 F

q3 , iff theD-moduleM is reflex-
ive.
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3. There exists a chain ofn successive parametrizations, namely, fori = 1, . . . , n,
there existQi ∈ Dqi×qi+1 such that we have the following exact sequence

Fq R.
←− Fq1

Q1.
←−− . . .

Qn−1.
←−−−− Fqn

Qn.
←−− Fqn+1 ,

i. e., kerF (R.) = Q1 F
q2 andkerF (Qi.) = Qi+1 F

qi+1 , i = 1, . . . , n − 1, iff the
D-moduleM is projective.

4. There existQ ∈ Dp×m andT ∈ Dm×p such thatT Q = Im and the sequence

Fq R.
←− Fp Q.

←− Fm ←− 0, (2.6)

is exact, i. e.,kerF (R.) = QFm, and iff theD-moduleM is free.

We refer the reader to [5, 42, 43, 44, 49, 50] for the solutions of the Monge problem for
different classes of linear functional systems with variables coefficients such as partial
differential, differential time-delay or difference equations.

The matricesQi defined in Corollary 2.14 are calledparametrizations([5, 42, 43,
44]). Indeed, from 1 of Corollary 2.14, ifM is torsion-free, then there exists a matrix
of operatorsQ1 ∈ Dq1×q2 which satisfieskerF (R.) = Q1 F

q2 . This means that every
solutionη ∈ Fp satisfyingR η = 0 is of the formη = Q1 ξ for a certainξ ∈ Fq2 . In
thebehaviour approach([40]), the parametrization is called animage representationof
kerF (R.) ([39, 62, 63]). We point out that the parametrizationsQi are obtained by com-
puting exti

D(N,D) (see Theorem 2.6). Hence, checking whether or not aD-module
is torsion-free, reflexive or projective gives the corresponding successive parametriza-
tions. We refer to [5, 42, 43, 44] for more details, the extension of the previous results
to non-commutative algebras of functional operators and the implementation of the
corresponding algorithms in the library OREMODULES. Finally, the matrixQ defined
in 4 of Corollary 2.14 is called aninjective parametrizationof kerF (R.) as everyF-
solution ofkerF (R.) has the formη = Qξ for a certainξ ∈ Fm and we have

ξ = (T Q) ξ = T η,

i. e., ξ is uniquely defined byη ∈ kerF (R.). At this stage, it is important to point out
that no general algorithm has been developed to get injective parametrizations when
theD-moduleM is free. It is the main purpose of this paper to constructively study
this question and to apply the computation of injective parametrizations to someopen
questions appearing in mathematical systems theory.
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Finally, we point out that, ifM is a freeD-module, then there always exist matrices
Q ∈ Dp×m and T ∈ Dm×p such that, for everyD-moduleF , we have the exact
sequence (2.6). Indeed, let us recall two standard arguments of homological algebra
([53]).

Proposition 2.15 1. Let us consider the following short exact sequence:

M ′ f
−→ M

g
−→ M ′′ −→ 0.

If M ′′ is a projectiveD-module, then the previous exact sequence splits (see 5 of
Definition 2.2).

2. LetF be aD-module. The functorhomD(·,F) transforms split exact sequences
of D-modules into split exact sequences ofD-modules.

By 1 of Proposition 2.15, we obtain thatD1×q .R
−→ D1×p .Q

−→ D1×m −→ 0 is a splitting
exact sequence and applying the functorhomD(·,F) to it, by 2 of Proposition 2.15, we
obtain the splitting exact sequence (2.6). Hence, the assumption thatF is an injective
cogeneratorD-module is only important for the converse implication of 6 of Corol-
lary 2.14.

Explicit examples of computation of parametrizations can be found in [5, 6, 42, 43,
44] as well in the OREMODULES large library of examples ([4]). We refer the reader
to these references and to section 4 for the computation of injective parametrizations.
However, let us give a simple example in order to illustrate the previous results.

Example 2.16 Let us consider the ringD = Q[∂1, ∂2, ∂3] of differential operators with
rational coefficients (∂i = ∂/∂xi), the matrixR = (∂1 ∂2 ∂3) defining the so-called
divergent operatorin R3 and the finitely presentedD-moduleM = D1×3/(D R). Let
us check whether or not theD-moduleM has some torsion elements or is torsion-free,
reflexive or projective, i. e., free by the Quillen-Suslin theorem. In order to do that, we
define theD-moduleN = D/(D1×3 RT ). A finite free resolution ofN can easily be
computed by means of Gröbner or Janet bases. We obtain the following exact sequence

0 −→ D
.P3−−→ D1×3 .P2−−→ D1×3 .RT

−−→ D
σ

−→ N −→ 0,

whereσ denotes the canonical projection ontoN and

P2 =




0 −∂3 ∂2

∂3 0 −∂1

−∂2 ∂1 0


 , P3 = R.

We note thatP2 corresponds to the so-calledcurl operatorwhereasRT is thegradient
operator. Then, the defects of exactness of the following complex

0 ←− D
.P T

3←−− D1×3 .P T
2←−− D1×3 .R

←− D ←− 0 (2.7)
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are defined by 



ext0D(N,D) ∼= kerD(.R),

ext1D(N,D) ∼= kerD(.PT
2 )/(D R),

ext2D(N,D) ∼= kerD(.PT
3 )/(D1×3 PT

2 ),

ext3D(N,D) ∼= D/(D1×3 PT
3 ).

Using the fact thatR has full row rank, we obtain thatext0D(N,D) ∼= kerD(.R) = 0,
which is equivalent to say thatN is a torsionD-module. Now computing the syzygy
moduleskerD(.PT

2 ) andkerD(.PT
3 ) by means of Gr̈obner or Janet bases, we obtain that

kerD(.PT
2 ) = D R, kerD(.PT

3 ) = D1×3 PT
2 ,

which shows thatext1D(N,D) = ext2D(N,D) = 0. Finally, we can easily check that 1
does not belong to the idealI = D ∂1 + D ∂2 + D ∂3 of D, and thus, we have

ext3D(N,D) ∼= D/I 6= 0.

Using Theorem 2.6, we obtain thatM is a reflexive but not a projective, i. e., not a free
D-module. This last fact can also be checked asR has full row rank and the dimension
dimD(N) is 0 as the corresponding system is defined by the gradient operator, namely,

∂i y = 0, i = 1, 2, 3,

whose solution is a constant, i. e., the solution of the system only depends on“a
function of zero independent variables”. Hence, by Theorem 2.9, we obtain that
jD(N) = 3, meaning that the first non-zeroexti

D(N,D) has index 3. By Theorem 2.6,
we then get thatM is a reflexiveD-module but not a projective one.

Finally, if we consider theD-moduleF = C∞(Ω), whereΩ is an open convex
subset ofR3, using Example 2.12, we obtain thatF is an injective cogeneratorD-
module. Hence, if we apply the functorhomD(·,F) to the complex (2.7), we then
obtain the following exact sequence:

F
P T

3 .
−−→ F3 P T

2 .
−−→ F3 R.

−→ F −→ 0.

We find again the classical results in mathematical physics that the smooth solutions
on an open convex subset ofR3 of the divergence operator are parametrized by the
curl operator and the solutions of the curl operator are parametrized by the gradient
operator.

The only point left open is to constructively compute injective parametrizations of
linear functional systems defining free modules over a commutative polynomial ring
D. Indeed, checking the vanishing of theexti

D(N,D), we generally obtain a successive
chain ofn parametrizations but not an injective one. In the case of linear systems of
partial differential equations with polynomial or rational coefficients, wehave recently
solved this problem in [49, 50, 51] using a constructive proof of a famous result in non-
commutative algebra due to Stafford. However, the same technique cannot be used if
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we want an injective parametrizationQ of kerF (R.) to have only constant coefficients.
The main purpose of this paper is to solve this problem using a constructiveproof of the
Quillen-Suslin theorem and to show some applications of this result to mathematical
systems theory.

3 The Quillen-Suslin theorem

Since Quillen and Suslin independently proved Serre’s conjecture stating that projec-
tive modules over commutative polynomial rings with coefficients in a field are free,
some algorithmic versions of the proof have been proposed in the literature in order to
constructively compute bases of free modules ([15, 19, 26, 27, 35,56, 57, 58, 59]). We
refer the interested reader to Lam’s nice books [23, 24] concerning Serre’s conjecture.

3.1 Projective and stably free modules

In module theory, it is well known that a finitely presentedD = k[x1, . . . , xn]-module
M = D1×p/(D1×q R), wherek is a field andR ∈ Dq×p, admits a finite free resolution.
This is a result is due to Hilbert ([10]). Moreover, ifk is a computable field, we can
even construct a finite free resolution ofM using Gr̈obner or Janet basis ([3, 10, 20]).

A classical result due to Serre proves that every projectiveD-module is stably free
(a stably free module always being a projectiveD-module). See [10, 23, 24] for more
details. In [49, 51], a constructive proof of this result was given andthe corresponding
algorithm was implemented in OREMODULES. Let us recall these useful results.

Proposition 3.1 [49, 51]LetM be aD-module defined by the finite free resolution

0 −→ D1×pm
.Rm−−−→ . . .

.R2−−→ D1×p1
.R1−−→ D1×p0

π
−→ M −→ 0. (3.1)

1. If m ≥ 3 and there existsSm ∈ Dpm−1×pm such thatRm Sm = Ipm
, then we

have the following finite free resolution ofM

0 −→ D1×pm−1
.Tm−1

−−−−→ D1×(pm−2+pm) .Tm−2

−−−−→ D1×pm−3
.Rm−3

−−−−→ . . .
π

−→ M −→ 0,
(3.2)

with the following notations:




Tm−1 = (Rm−1 Sm) ∈ Dpm−1×(pm−2+pm),

Tm−2 =

(
Rm−2

0

)
∈ D(pm−2+pm)×pm−3 .

2. If m = 2 and there existsS2 ∈ Dp1×p2 such thatR2 S2 = Ip2
, then we have the

following finite free resolution ofM

0 −→ D1×p1
.T1−−→ D1×(p0+p2) τ

−→ M −→ 0, (3.3)
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with the notationsT1 = (R1 S2) ∈ Dp1×(p0+p2) and

τ = π ⊕ 0 : D1×(p0+p2) −→ M

λ = (λ1 λ2) 7−→ τ(λ) = π(λ1).

Remark 3.2 We note that Proposition 3.1 holds for every ringD.

Let R ∈ Dq×p and let us suppose that theD-moduleM = D1×p/(D1×q R) is pro-
jective (using the results summed up in Figure 2.1, we can constructivelycheck this
result). Using 1 of Proposition 2.15, we obtain that the exact sequence (3.1) splits (see
5 of Definition 2.2), and thus, there existsSm ∈ Dpm−1×pm such thatRm Sm = Ipm

.
Repeating inductively the same method with the new finite free resolution ofM , we
can assume that we have the finite free resolution ofM :

0 −→ D1×p′

3
.R′

3−−→ D1×p′

2
.R′

2−−→ D1×p1
.R1−−→ D1×p0

π
−→ M −→ 0.

As M is a projectiveD-module, by 1 of Proposition 2.15, the previous exact sequence
splits and thus, there exists a matrixS′

3 ∈ Dp′

2×p′

3 satisfyingR′
3 S′

3 = Ip′

3
. By 1 of

Proposition 3.1, we then get the finite free resolution ofM :

0 −→ D1×p′

2
.(R′

2 S′

3)−−−−−−−→ D1×(p1+p′

3)
.(RT

1 0T )T

−−−−−−−−→ D1×p0
π

−→ M −→ 0.

Let us denote byT1 = (RT
1 0T )T . Again, asM is a projectiveD-module, by 1 of

Proposition 2.15, the previous exact sequence splits and there existsS′
2 ∈ D(p1+p′

3)×p′

2

such that(R′
2 S′

3)S′
2 = Ip′

2
. Using 2 of Proposition 3.1, we obtain the following finite

free presentation of theD-moduleM ′ = D1×(p0+p′

2)/(D1×(p1+p′

3) (T1 S′
2))

0 −→ D1×(p1+p′

3)
.(T1 S′

2)−−−−−−→ D1×(p0+p′

2)
π′

−→ M ′ −→ 0,

whereπ′ denotes the standard projection ontoM ′ andτ : M ′ −→ M is defined by
τ(m) = π(λ1), for all λ = (λ1 λ2) ∈ D1×(p0+p′

2) satisfyingm = π′(λ). Moreover,
2 of Proposition 2.15 says thatτ is an isomorphism, i. e.,M ′ ∼= M , a fact that can be
also directly checked. We then obtain the following result.

Corollary 3.3 LetD = k[x1, . . . , xn] be a commutative polynomial ring over a fieldk
andR ∈ Dq×p. If theD-moduleM = D1×p/(D1×q R) is projective, then there exists
a full row rank matrixR′ ∈ Dq′×p′

such that

M ∼= D1×p′

/(D1×q′

R′). (3.4)

We refer to Example 5.5 for an illustration of Corollary 3.3. See also [49,50, 51].
We note thatrankD(M) = rankD(M ′) = p′ − q′. Finally, we have the following

short exact sequence ofD-modules

0 −→ D1×q′ .R′

−−→ D1×p′ π′

−→ M ′ −→ 0,
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and using the fact thatM ′ ∼= M andM is a projectiveD-module, by 1 of Proposi-
tion 2.15, we obtain that the previous exact sequence splits and we then get ([5, 53])

M ′ ⊕ D1×q′ ∼= D1×p′

,

which, by 2 of Definition 2.4, shows thatM ∼= M ′ is a stably freeD-module.

Corollary 3.4 (Serre) [10, 23, 24] Let M be a finitely generated projectiveD =
k[x1, ..., xn]-module. Then,M is stably free.

3.2 Stably free and free modules

Let M be a stably free module overD = k[x1, . . . , xn], wherek is a field. Using
Corollary 3.3, we can always suppose thatM has the formM = D1×p/(D1×q R),
whereR ∈ Dq×p admits a right-inverseS ∈ Dp×q. We note thatR has then full row
rank (λR = 0 ⇒ λ = λR S = 0). Let us characterize whenM is a freeD-module.

In order to do that, we first need to introduce a definition.

Definition 3.5 Let D be a ring. Thegeneral linear groupGLp(D) is defined by

GLp(D) = {U ∈ Dp×p | ∃ V ∈ Dp×p : U V = V U = Ip}.

An elementU ∈ GLp(D) is called aunimodular matrix.

In the case whereD = k[x1, . . . , xn], we note thatU ∈ GLp(D) iff the determinant
det U of U is invertible inD, i. e., is a non-zero element ofk. The following result
holds for every ringD.

Lemma 3.6 LetR ∈ Dq×p be a matrix which admits a right-inverse overD. Then, the
D-moduleM = D1×p/(D1×q R) is free if and only if there existsU ∈ GLp(D) such
thatR U = (Iq 0).

Indeed, let us suppose that there existsU ∈ GLp(D) such thatR U = (Iq 0) and let
us denote byJ = (Iq 0) ∈ Dq×p. We easily check thatD1×p/(D1×q J) = D1×(p−q).
Moreover, using the fact thatR U = J andU ∈ GLp(D), we obtain the following
commutative exact diagram

0 0

↓ ↓

0 −→ D1×q .R
−→ D1×p π

−→ M −→ 0

‖ ↓ .U

0 −→ D1×q .J
−→ D1×p κ

−→ D1×(p−q) −→ 0,

↓ ↓

0 0

which proves thatM ∼= D1×(p−q), i. e.,M is a freeD-module of rankp − q.
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Conversely, let us suppose thatM ∼= D1×(p−q). Then, combining the isomorphism
ψ : M −→ D1×(p−q) and the short exact sequence

0 −→ D1×q .R
−→ D1×p π

−→ M −→ 0,

we obtain the following exact sequence:

0 −→ D1×q .R
−→ D1×p ψ◦π

−−→ D1×(p−q) −→ 0.

If we consider the matrix which corresponds to theD-morphismψ ◦π in the canonical
bases ofD1×p andD1×(p−q), we then obtain a matrixQ ∈ Dp×(p−q) such that

∀ λ ∈ D1×p : (ψ ◦ π)(λ) = λQ.

By 1 of Proposition 2.15, the previous exact sequence splits, i. e., we have

0 −→ D1×q .R
−→ D1×p .Q

−→ D1×(p−q) −→ 0,
.S
←−

.T
←−

or, equivalently, there exists a matrixT ∈ D(p−q)×p such that the following B́ezout
identities hold (see [5, 42, 48, 53] for more details):

(
R

T

)
(S Q) =

(
Iq 0

0 Ip−q

)
, (S Q)

(
R

T

)
= Ip.

In particular, we obtain that there exists a matrixU = (S Q) ∈ GLp(D) satisfying

R U = (Iq 0).

Finally, the family{π(Ti)}1≤i≤p−q forms a basis of the freeD-moduleM , whereTi

denotes theith row of T ∈ D(p−q)×p.
We are now in position to state the famous Quillen-Suslin theorem ([23, 24, 53]).

Theorem 3.7 (Quillen-Suslin theorem)[52, 55] Let A be a principal ideal domain
(e. g., a fieldk) andD = A[x1, . . . , xn] a polynomial ring with coefficients inA. More-
over, letR ∈ Dq×p be a matrix which admits a right-inverseS ∈ Dp×q, i. e.,R S = Iq.
Then, there exists a unimodularU ∈ GLp(D) satisfying

R U = (Iq 0). (3.5)

Using Lemma 3.6 and Theorem 3.7, we obtain the following important corollary.

Corollary 3.8 (Quillen-Suslin) [52, 55] Let A be a principal ideal domain (e. g., a
fieldk) andD = A[x1, . . . , xn]. Then, every stably freeD-module is free.

Moreover, the problem of finding a basis of a free finitely generatedD-moduleM can
be reformulated in terms of matrices as follows:
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Problem 1 Let R ∈ Dq×p be a matrix which admits a right-inverse overD. Find a
matrixU ∈ GLp(D) such thatR U = (Iq 0).

The previous problem is equivalent to completingR to a square invertible matrix

U−1 =

(
R

T

)
∈ Dp×p.

The Quillen-Suslin theorem states that Problem 1 has always a solution overa poly-
nomial ringD = A[x1, . . . , xn] with coefficients in a principal ringA and, in particular,
in a field k. In what follows, an algorithm which computes such a matrixU will be
called aQS-algorithm.

Let us consider a matrixR ∈ Dq×p which admits a right-inverse overD and let
us denote byRi the ith row of R. We note that the rowR1 ∈ D1×p admits a right-
inverse overD. Let us suppose that we can find a matrixU1 ∈ GLp(D) satisfying
R1 U = (1 0 . . . 0). Then, we have

R U1 =

(
1 0

⋆ R2

)
,

whereR2 ∈ D(q−1)×(p−1) and⋆ denotes a certain element ofD(q−1)×1. Hence, we
restrict our considerations to the new matrixR2, which can easily be shown to admit a
right-inverse overD, and reduce Problem 1 to the following one:

Problem 2 Let R ∈ D1×p be a row vector which admits a right-inverse overD. Find
a matrixU ∈ GLp(D) such thatR U = (1 0 . . . 0).

The purpose of the next paragraphs is to recall a QS-algorithm solving Problem 2 over
a commutative polynomial ringD = k[x1, . . . , xn] over a computable fieldk (for in-
stance,k = Q). This algorithm was implemented in the package QUILLEN SUSLIN

([12]). See also the appendix. We also point out that a QS-algorithm hasalso been im-
plemented in QUILLEN SUSLIN for the caseD = Z[x1, . . . , xn]. Even though there are
some differences in the constructive proofs of the Quillen-Suslin theorem developed in
[15, 19, 23, 26, 35, 56, 57, 59], we note that our algorithm is based onthe same main
idea, i. e., it proceeds by induction on the number of variablesxi in D = k[x1, . . . , xn].
Each inductive step of the general QS-algorithm reduces the problem to the case with
one variable less. A more global and interesting approach has recently been developed
in [27, 58] which needs to be studied with care in the future.

3.3 Solution of Problem 2 in some special cases

Although the tedious inductive method, which will be explained in the next section,
cannot generally be avoided, there are cases where simpler and faster heuristic methods
can be used. We shall first consider such cases.
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3.3.1 Matrices over a principal ideal domainD

We first consider the special case of matrices over a principal ideal domain D (e. g.,
D = k[x1], wherek a field,Z). LetR ∈ Dq×p be a matrix which admits a right-inverse
overD. Then, computing theSmith canonical formof R ([40]), we obtain two matrices
F ∈ GLq(D) andG ∈ GLp(D) satisfying

R = F (Iq 0)G.

If we denote byr = p − q, G = (GT
1 GT

2 )T , whereG1 ∈ Dq×p, G2 ∈ Dr×p and
G−1 = (H1 H2) ∈ Dp×p, whereH1 ∈ Dp×q, H2 ∈ Dp×r, then we getR = F G1,
i. e.,G1 = F−1 R, and thus, we get

(
F−1 R

G2

)
(H1 H2) = Ip ⇒

(
F−1 0

0 Ir

) (
R

G2

)
(H1 H2) = Ip

⇒

(
R

G2

)
(H1 H2)

(
F−1 0

0 Ir

)
= Ip

⇒

(
R

G2

)
(H1 F−1 H2) = Ip,

which solves Problem 1 as we can takeU = (H1 F−1 H2) ∈ GLp(D) andT = G2.

3.3.2 (p − 1) × p matrices over an arbitrary commutative ring D

Let us consider the case of a matrixR ∈ D(p−1)×p which admits a right-inverse over a
commutative ringD. If we denote bymi the(p− 1)× (p− 1) minor ofR obtained by
removing theith column ofR, then, using the factR admits right-inverse, we get that
the family{mi}1≤i≤p satisfies a B́ezout identity

∑p
i=1 ni mi = 1 for certainni ∈ D

andi = 1, . . . , p. Let us denote by

V =

(
R

(−1)p+1 n1 . . . (−1)2 p np

)
∈ Dp×p.

Expand the determinant ofV along the last row, using the Laplace’s formula, we then
getdet V = 1. Hence, if we denote byU ∈ Dp×p the inverse of the matrixV , we then
obtainR U = (Ip−1 0), which solves Problem 1.

3.3.3 1 × p rows over an arbitrary commutative ring D

We now consider Problem 2, i. e., the case of a row vectorf = (f1 . . . fp) ∈ D1×p

which admits a right-inverse over an arbitrary commutative ringD.

Remark 3.9 (Special form of the row) 1. We note that if one of the components of
f is an invertible element ofD, we can then transform the rowf into (1 0 . . . 0)
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by means of trivial elementary operations. For instance, iff−1
1 ∈ D, then the matrix

defined by

W =

(
f−1
1 0

0 Ip−1

)

satisfiesdet W = f−1
1 ∈ D and f W = (1 f2 . . . fp). Then, simple elementary

operations transformf W into the vector(1 0 . . . 0).

2. Another simple case is when two components off generateD. Let us suppose that
there existh1 andh2 ∈ D such that we have the Bézout identityf1h1 + f2h2 = 1 and
let us define the following matrix:

W =




h1 −f2 0

h2 f1 0

0 0 Ip−2


 .

We easily check thatdet W = 1 andf W = (1 0 f3 . . . fp). Then, we can reducef W
to (1 0 . . . 0) by means of elementary operations.

3. If the ith component off is 0 or the ideal generated by the elementsf1, . . . , fi−1,
fi+1, . . . , fp is alreadyD, then we can follow an idea analogous to the one developed
in [49, 51]. Let us suppose thati = 1, i. e.,f1 is a redundant component in the sense
that(f2, . . . , fp) = D. Then, there existh2, . . . , hp ∈ D satisfying the B́ezout equation∑p

i=2 fi hi = 1. Then, the matrix

W =




1

(1 − f1)h2 1
...

...

(1 − f1)hp 1




satisfiesf W = (1 f2 . . . fp) anddet W = 1. We can now reducef W to (1 0 . . . 0)
by means of elementary operations.

In particular, this strategy is always successful when the lengthp of the rowf exceeds
thestable rangeof the ringD. We note that the stable range ofD = R[x1, . . . , xn] is
equal ton + 1. We refer the reader to [49, 51] for more details.

We note that all the conditions given in Remark 3.9 can be checked using Gröbner or
Janet bases.

The matrixU can also be easily computed in cases where a right-inverseg of the
row f has a special form.

Remark 3.10 (Special form of the right-inverse)Let g ∈ Dp×1 be a right-inverse of
the unimodular rowf ∈ D1×p, i. e.,fg = 1.
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1. Let us suppose that one of the entries of a right-inverseg of f , sayg1, is invertible
in D. Then, the following matrix

W =




g1

g2 1
...

...

gp 1




satisfiesdet W = g1 andf W = (1 f2 . . . fp). As g1 is an invertible element
of D, thenW is a unimodular matrix andf W can easily be transformed into
(1 0 . . . 0) by means of elementary operations.

2. If two componentsg1, g2 of g generate the whole ringD, then there exist elements
h1, h2 ∈ D such thatg1 h1 + g2 h2 = 1. Then, the matrix defined by

W =




g1 −h2

g2 h1

g3 1
...

...

gp 1




satisfiesdet W = 1 andf W = (1 ⋆ f3 . . . fp), where⋆ denotes a certain
element ofD. We can then reducef W to (1 0 . . . 0) by means of elementary
operations.

Finally, we also note that iff ∈ D1×p admits a right-inverseg over D for which
any of the heuristic methods explained in Remark 3.9 may be used forgT , then a
unimodular matrixV having gT as a first row can be easily computed. Then, the
productf V T = (1 ⋆ . . . ⋆) can be reduced to the first standard basis vector by
elementary column operations.

For instance, let us illustrate 1 of Remark 3.10. In some of the illustrating exam-
ples, we shall also use the notationD = k[z1, . . . , zn] as these examples come from
the control theory and signal processing literatures wherezi is commonly used. The
independent variableszi, i = 1, . . . , n, usually denote the variables appearing in the
discrete Laplace transform.

Example 3.11 Let us considerD = Q[z1, z2, z3] and the following row vector:

R = (z2
1 z2

2 + 1 z2
1 z3 + 1 z1 z2

2 z3).

We can easily check thatR admits the following right-inverseS = (−z2
1 z3 1 z3

1)T .
As the second component ofS is invertible overD, we can apply 1 of Remark 3.10
in order to find a unimodular matrixU overD which satisfiesR U = (1 0 0). Let us
define the following elementary matrices:

U1 =




0 1 0

1 0 0

0 0 1


 , U2 =




1 0 0

−z2
1 z3 1 0

z3
1 0 1


 .
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We then haveR (U1 U2) = (1 z2
1 z2

2 + 1 z1 z2
2 z3). Finally, if we denote by

U3 =




1 −z2
1 z2

2 − 1 −z1 z2
2 z3

0 1 0

0 0 1


 ,

we then haveR U = (1 0 0), where the unimodularU = U1 U2 U3 is defined by

U =




−z2
1 z3 z4

1 z2
2 z3 + z2

1 z3 + 1 z3
1 z2

2 z2
3

1 −z2
1 z2

2 − 1 −z1 z2
2 z3

z3
1 −z3

1 (z2
1 z2

2 + 1) −z4
1 z2

2 z+1


 . (3.6)

3.4 A QS-algorithm for commutative polynomial rings

Over an arbitrary commutative ringA, not every row admitting a right-inverse can be
completed to a unimodular matrix overA. The module-theoretic interpretation of this
result is that, over certain rings, there exist stably free modules which are not free. For
instance, using a classical topological theorem on vector fields on the sphereS2(R), we
can prove that the row vectorR = (x1 x2 x3) ∈ D1×3 with entries in the commutative
ring D = R[x1, x2, x3]/(x2

1 + x2
2 + x2

3 − 1), which admits the right-inverseRT , cannot
be completed to a unimodular matrix overD. For more details, see [24].

However, it is always possible over a polynomial ring with coefficients ona fieldk
or a principal ideal domainA. See Quillen-Suslin theorem (Theorem 3.7). We shortly
describe a QS-algorithm which has recently been implemented in a packagecalled
QUILLEN SUSLIN ([12]). See the appendix for more details. In what follows, we shall
only consider a commutative polynomial ringD = k[x1, . . . , xn] over a fieldk even
if the extension of the algorithms exists whenk is replaced by a principal ideal ring
A. For instance, the case ofA = Z has also been implemented in QUILLEN SUSLIN.
Let f ∈ D1×p be a row vector which admits a right-inverseg over D. When no
method explained in section 3.3 can be applied tof , we then need to consider a general
algorithm. However, we point out that most of the examples we know do not require
the general algorithm as the previous heuristic methods are generally enough to get the
result.

The QS-algorithm proceeds by induction on the numbern of the independent vari-
ablesxi of the ring D = k[x1, . . . , xn]. Each inductive step, which simplifies the
problem to the case of a polynomial ring containing one variable less, consists of three
main parts:

1. Finding a normalized component in the last variable of the polynomial ring.

2. Computing finitely many local solutions of Problem 2 over certain local rings
(local loop).

3. Patching/glueing the local solutions together in order to obtain a global one.

3.4.1 Normalization step

The next lemma is essential for Horrocks’ theorem which is used in the local loop.
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Lemma 3.12 [53, 57]Let us consider a polynomiala ∈ k[y1, . . . , yn] and let us denote
by m = deg(a) + 1, wheredeg(a) denotes the total degree ofa. Using the following
invertible transformation

{
xn = yn,

xi = yi − ymn−i

n , 1 ≤ i ≤ n − 1,
⇔

{
yn = xn,

yi = xi + xmn−i

n , 1 ≤ i ≤ n − 1,

we obtaina(y1, . . . , yn) = r b(x1, . . . , xn), where0 6= r ∈ k and b is a monic poly-
nomial in xn with coefficients in the ringE = k[x1, . . . , xn−1], namely, the leading
coefficient ofb ∈ E[xn] is 1.

In the case wherek is an infinite field, we can achieve the same result by using only
a linear transformation whose coefficients are appropriately chosen ([57, 59]). The
normalization step can also be generalized to the caseD = A[x1, . . . , xn], whereA is
a principal ideal domain. See [56] for more details.

3.4.2 Local loop

In the second step, we need to compute a finite number oflocal solutionsof Problem 2
over a local ringA, namely, a ringA which has only one maximal ideal, i. e., a proper
idealM of A which is not properly contained in any ideal ofA other thanA itself. In
order to do that, we use the so-called Horrocks’ theorem. Let us recallit.

Theorem 3.13 [53, 57] Let B be a local ring andf a row vector which admits a
right-inverse overB[y]. If one of the componentsfi of f is monic, then there exists a
unimodular matrixV overB[y] such thatf is the first row ofV or, equivalently, such
thatf V −1 = (1 0 . . . 0).

Horrocks’ theorem can easily be implemented using, for instance, the approaches de-
veloped in [26, 53, 59]. In particular, the implementation in QUILLEN SUSLIN of this
theorem follows [53]. IfM is a maximal ideal ofD, we then denote byDM the local
ring, which is a standardlocalizationof D with respect to the multiplicative closed
subsetS = D\M of D, namely,DM = {a/b | a ∈ D, b /∈ M} ([53]).

We can now give the first main part of the general algorithm ([26, 59]).

Algorithm 3.14 • Input: Let D = k[x1, . . . , xn] and f ∈ D1×p a row vector
which admits a right-inverse overD and a monic component in the last variable
xn.

• Output: A finite number of maximal ideals{Mi}i∈I of E = k[x1, . . . , xn−1] and
unimodular matrices{Hi}i∈I over the ringEMi

[xn] which satisfy the relation
f Hi = (1 0 . . . 0), and such that the ideal generated by the denominators of the
matricesHi, i ∈ I, generates the ringE.

1. Let M1 be an arbitrary maximal ideal of the ringE. Using Horrocks’ theo-
rem, compute a unimodular matrixH1 overEM1

[xn] which satisfies the relation
f H1 = (1 0 . . . 0).
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2. Letd1 ∈ E be the denominator ofH1 andJ the ideal inE generated byd1. Set
i = 1.

3. WhileJ 6= E, do:

(i) For i := i + 1, compute a maximal idealMi of E such thatJ ⊂ Mi.
(ii) Using Horrocks’ theorem, compute a matrixHi over the ringEMi

[xn] such
thatdet Hi is invertible inEMi

[xn] andf Hi = (1 0 . . . 0).
(iii) Let di be the denominator of the matrixHi and consider the idealJ =

(d1, . . . , di).

4. Return{Mi}i∈I , {Hi}i∈I and{di}i∈I .

The local loop stops when all the denominatorsdi generateE. As the ringE is noethe-
rian ([53]), the number of the local solutions, i. e., the cardinal of the set I, is finite.

3.4.3 Patching

To obtain a polynomial solution of Problem 1, we use the following lemma.

Lemma 3.15 [26] Let f ∈ D1×p be a row vector which admits a right-inverse over
D = k[x1, . . . , xn] andU a unimodular matrix overk[x1, . . . , xn−1]M[xn], whereM
is a certain maximal ideal ofE = k[x1, . . . , xn−1], which satisfiesf U = (1 0 . . . 0).
Let us denote byd ∈ E the denominator ofU . Then, the matrix defined by

∆(xn, z) = U(x1, . . . , xn)U−1(x1, . . . , xn−1, xn + z) ∈ (EM[xn, z])p×p

is such that

∀ z ∈ D : f(x1, . . . , xn)∆(xn, z) = f(x1, . . . , xn−1, xn + z), (3.7)

and its denominator isdα with 0 ≤ α ≤ p.

(3.7) is clear as the identityf(x1, . . . , xn)U(x1, . . . , xn) = (1 0 . . . 0) implies that
f(x1, . . . , xn + z)U(x1, . . . , xn + z) = (1 0 . . . 0) and we then have

f(x1, . . . , xn + z) = f(x1, . . . , xn)U(x1, . . . , xn)U(x1, . . . , xn + z)−1.

Moreover, using the standard formulaU−1 = (det U)−1 adj(U), whereadj(U) de-
notes the adjugate ofU , we can also prove that the common denominator of∆(xn, z)
is dα, where0 ≤ α ≤ p.

Let {Mi}i∈I , {Hi}i∈I and{di}i∈I be the output of Algorithm 3.14, whereI is a
finite set. Let us setI = {1, . . . , l}. The ideal ofE = k[x1, . . . , xn−1] defined by
{di}i∈I generatesE. Hence, there existsci ∈ E, i ∈ I, such that the B́ezout identity
holds:

l∑

i=1

ci dp
i = 1.
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Let us define the following matrices

∆i(xn, z) = Hi(x1, . . . , xn)H−1
i (x1, . . . , xn−1, xn + z), i = 1, . . . , l,

and, in order to simplify the notations, we denote byf̃(xn) the functionf(x1, . . . , xn).
Then, we have

f̃(xn) ∆1(xn, (an − xn) c1 dp
1) = f̃(xn + (an − xn) c1 dp

1),

f̃(xn + (an − xn) c1 dp
1) ∆2(xn + (an − xn) c1 dp

1, (an − xn) c2 dp
2) =

f̃
(
xn + (an − xn)

(∑2
i=1 ci dp

i

))
,

...

f̃
(
xn + (an − xn)

(∑l−1
i=1 ci dp

i

))

∆l

(
xn + (an − xn)

(∑l−1
i=1 ci dp

i

)
, (an − xn) cl d

p
l

)
= f̃(an).

Finally, we can prove that we have∆i(xn, dp
i z) ∈ GLp(D), i = 1, . . . , l, ([26]) and

U1 = ∆1(xn, (an − xn) c1 dp
1)∆2(xn + (an − xn) c1 dp

1, (an − xn) c2 dp
2)

. . . ∆l

(
xn + (an − xn)

(
l−1∑

i=1

ci dp
i

)
, (an − xn) cl d

p
l

)
∈ GLp(D).

The previous computations then show thatf(x1, . . . , xn)U1 = f(x1, . . . , xn−1, an).
We can now state the main result.

Theorem 3.16 [26, 53, 57, 59]Let f ∈ D1×p be a row vector which admits a right-
inverse over the ringD = k[x1, . . . , xn]. Then, for everya ∈ k, there exists a matrix
U ∈ GLp(D) such that

f(x1, . . . , xn) U(x1, . . . , xn) = f(x1, . . . , xn−1, a).

Let us now consider a row vectorf(x1, . . . , xn) ∈ D1×p which admits a right-inverse
g(x1, . . . , xn) ∈ Dp×1. Applying inductively Theorem 3.16 tof(x1, . . . , xn) for the
valuesa2, . . . , an ∈ k, we obtainU1, . . . , Un−1 ∈ GLp(D) such that

f(x1, . . . , xn)U1 = f(x1, . . . , xn−1, an),

f(x1, . . . , xn−i, an−i+1, . . . , an)Ui+1 = f(x1, . . . , xn−i−1, an−i, . . . , an),

for i = 1, . . . , n − 2. Hence, we getf(x1, . . . , xn) (U1 . . . Un−1) = f(x1, a2, . . . , an)
and we have simplified Problem 2 to the case of a row vectorf(x1, a2, . . . , an) over a
principal ideal domaink[x1] which admits a right-inverseg(x1, a2, . . . , an) overk[x1].
Using the first result of section 3.3, we can find a matrixUn ∈ GLp(D) such that

f(x1, a2, . . . , an)Un(x1) = (1 0 . . . 0) ⇔ U−1
n (x1) =

(
f(x1, a2, . . . , an)

⋆

)
.
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Hence, Problem 2 is then solved if we takeU = U1 . . . Un ∈ GLp(D). We also note
that it is generally simpler to take the particular valuesa2 = . . . = an = 0.

Now, let us find a matrixU ′ satisfyingf(x1, . . . , xn)U ′ = f(a1, . . . , an), where
a1 ∈ k. Let us define byU ′

n(x1) = Un(x1)U−1
n (a1) ∈ GLp(D). Then, we have

f(x1, a2, . . . , an)U ′
n(x1) = (1 0 . . . 0)

(
f(a1, a2, . . . , an)

⋆

)
= f(a1, a2, . . . , an).

Hence, the matrixU ′ = U1 . . . Un−1 U ′
n ∈ GLp(D) satisfies

f(x1, . . . , xn)U ′ = f(a1, . . . , an).

Let us illustrate the QS-algorithm on a simple example.

Example 3.17 Let us consider the commutative polynomial ringD = Q[x1, x2] and
the row vectorR = (x1 x2

2 + 1 3x2/2 + x1 − 1 2x1 x2) ∈ D1×3. We can check
thatS = (1 0 − x1/2)T is a right-inverse ofR, a fact implying that theD-module
M = D1×3/(D R) is projective, and thus, free by the Quillen-Suslin theorem. Let us
compute a matrixU ∈ GL3(D) such thatR U = (1 0 0). As the first component of
S is 1, we can easily find such a matrixU using the heuristic methods explained in
section 3.3. However, let us illustrate the main algorithm previously described.

We first note thatR contains the normalized component3x2/2 + x1 − 1 over the
ring D = E[x2], whereE = Q[x1]. The second step consists in computing certain
local solutions. Let us consider the maximal idealM1 = (x1) of E. Using an effective
version of Horrocks’ theorem, we obtain that

H1 =
1

d1




4 −2 (3 x1 + 2 x2 − 2) 4 x1 (3 x1 − 2)

2 x1 (3 x1 − 2 x2 − 2) 4 (x1 x
2

2
+ 1) −4 x1 (3 x

2

1
x2 − 2 x1 x2 + 2)

0 0 9 x
3

1
− 12 x

2

1
+ 4 x1 + 4


,

whered1 = 9x3
1 − 12x2

1 + 4x1 + 4 /∈ M1. We can check thatdet H1 = 4/d1, i. e.,
H1 ∈ GL3(EM1

[x2]), andR H1 = (1 0 0), showing thatH1 is a local solution.
The idealJ = (d1) is strictly contained inE. Therefore, we consider another maxi-

mal idealM2 such thatJ ⊆ M2. We can takeM2 = (9x3
1 − 12x2

1 + 4x1 + 4). Using
an effective version of Horrocks’ theorem, we obtain the matrix

H2 =
1

d2




0 0 4x1 (3x1 − 2)

8x1 −8x1 x2 −4x1 (3x2
1 x2 − 2x1 x2 + 2)

−4 2 (3x1 + 2x2 − 2) 9x3
1 − 12x2

1 + 4x1 + 4


 ,

whered2 = 4x1 (3x1 − 2) /∈ M2. We then havedet H2 = −1/(x1 (3x1 − 2)), i. e.,
H2 ∈ GL3(EM2

[x2]) andR H2 = (1 0 0). We can check that the ideal(d1, d2) = E as
we have the B́ezout identityc1 d1+c2 d2 = 1, wherec1 = 1/4 andc2 = −(3x1−2)/16.
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The matrix∆i(x2,−c1 d1 x2) is defined by



(9 x4

1/4 − 3 x3

1 + x2

1) x2

2 + (3 x2

1/2 − x1) x2 + 1

−(18 x4

1 − 24 x3

1 + 8 x2

1) x1 x3

2/8 + (27 x5

1 − 54 x4

1 + 36 x3

1 − 20 x2

1 + 8 x1) x1 x2

2/8 − x1 x2

0

−x2 −2 x1 x2

x1 x2

2 + (−3 x2

1/2 + x1) x2 + 1 2 x2

1 x2

2 − x2

1 (3 x1 − 2) x2

0 1


 .

We can check thatR(x1, x2)∆i(x2,−c1 d1 x2) = R(x1, x2 − c1 d1 x2) as well as
∆1(x2,−c1 d1 x2) ∈ GL3(D). Moreover, the matrix∆2(x2 − c1 d1 x2,−c2 d2 x2) is
defined by




1 0 0

0 (3x2
1/2 − x1)x2 + 1 x2

1 (3x1 − 2)x2

(9x2
1 − 12x1 + 4)x1 x2/8 (−3x1 + 2)x2/4 (−3x2

1/2 + x1)x2 + 1


 .

We can also check thatR(x1, x2 − c1 d1 x2)∆2(x2 − c1 d1 x2,−c2 d2 x2) = R(x1, 0)
and∆2(x2 − c1 d1 x2,−c2 d2 x2) ∈ GL3(D). Defining the matrix

U1 = ∆1(x2,−c1 d1 x2)∆2(x2 − c1 d1 x2,−c2 d2 x2) ∈ GL3(D),

we then getR(x1, x2)U1(x1, x2) = R(x1, 0) = (1 3x1/2 − 1 0).
Finally, if we denote by

U2 =




1 −3x1/2 + 1 0

0 1 0

0 0 1


 ∈ GL3(D),

then, the matrixR(x1, 0) is then equivalent to(1 0 0), i. e., R(x1, 0)U2 = (1 0 0).
Hence, if we define the matrixU = U1 U2 ∈ GL3(D), i. e.,



(3x2
1/2 − x1)x2 + 1 (−9x3

1/4 + 3x2
1 − x1 − 1)x2 − 3x1/2 + 1

(−3x3
1/2 + x2

1)x2
2 − x1 x2 (9x4

1/4 − 3x3
1 + x2

1 + x1)x2
2 + (3x2

1/2 − x1)x2 + 1

(9x2
1 − 12x1 + 4)x1 x2/8 (−27x4

1/16 + 27x3
1/8 − 9x2

1/4 − x1/4 + 1/2)x2

−2x1 x2

2x2
1 x2

2

(−3x2
1/2 + x1)x2 + 1


 ,

we finally obtainR U = (1 0 0).

In the third point of section 3.3, we saw that the case of a matrixR ∈ Dq×p admitting
a right-inverse overD can be solved by applyingq times Theorem 3.16 on certain row
vectors obtained during the process having smaller and smaller lengths. Hence, we
obtain the following corollary.
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Corollary 3.18 [26, 53, 57, 59]Let R ∈ Dq×p be a matrix which admits a right-
inverse overD. Then, for alla1, . . . , an ∈ k, there existsU ∈ GLp(D) such that

R(x1, . . . , xn) U(x1, . . . , xn) = R(a1, . . . , an).

We note that as the matrixR(a1, . . . , an) has full row rank over a fieldk, there always
exists a right-inverseV ∈ kp×q such thatR(a1, . . . , an)V = Iq. Hence, we obtain
thatR (U V ) = (Iq 0), which also solves Problem 1. Another possibility is to first
obtain a matrixW ∈ GLp(D) such thatR(x1, . . . , xn)W = R(x1, a2, . . . , an) and then
compute a Smith canonical form ofR(x1, a2, . . . , an) as we did for the row vector case.

Remark 3.19 In [37], it was shown how a certain transformation maps a matrixR
with entries in a Laurent polynomial ringD = k[x1, . . . , xn, x−1

1 , . . . , x−1
n ], where

k is a field, and which admits a right-inverse overD to a matrixR with entries in
D = k[x1, . . . , xn] and which admits a right-inverse overD. Hence, we can use a QS-
algorithm to solve Problems 2 and 1 overD. See [37] for more details. See also [9] for
explicit examples. Finally, a new algorithm has recently been developed in [1].

3.4.4 Computation of bases of free modules

If R ∈ Dq×p is a matrix which admits a right-inverse overD, then, in section 3.2,
we showed that a basis of the freeD-moduleM = D1×p/(D1×q R) is defined by
{π(Ti)}1≤i≤(p−q), whereπ : D1×p −→ M denotes the canonical projection ontoM

andTi is theith row of the matrixT ∈ D(p−q)×p defined by

U−1 =

(
R

T

)
∈ GLp(D).

Example 3.20 Let us consider again Example 3.17. If we considerdi = ∂/∂xi instead
of xi, i. e.,D = Q[d1, d2], R = (d1 d2

2 + 1 3 d2/2 + d1 − 1 2 d1 d2) ∈ D1×3, denote
by x = (x1, x2, x3) and chooseF = C∞(R3), we then obtain that the underdetermined
linear system of PDEskerF (R.) = {y = (y1 y2 y3)

T ∈ F3 | R y = 0}, namely,

d1 d2
2 y1(x) + y1(x) +

3

2
d2 y2(x) + d1 y2(x) − y2(x) + 2 d1 d2 y3(x) = 0,

admits the parametrization(y1(x) y2(x) y3(x))T = Q (z1(x) z2(x))T , whereQ is the
matrix of differential operators formed by the last two columns of the matrix U defined
in Example 3.17 andz = (z1 z2)

T is any arbitrary element ofF2, i. e.,




y1 = (−
9

4
d3
1 + 3 d2

1 − d1 − 1) d2 z1 −
3

2
d1 z1 + z1 − 2 d1 d2 z2,

y2 =

(
9

4
d4
1 − 3 d3

1 + d2
1 + d1

)
d2
2 z1 +

(
3

2
d2
1 − d1

)
d2 z1 + z1 + 2 d2

1 d2
2 z2,

y3 =

(
−

27

16
d4
1 +

27

8
d3
1 −

9

4
d2
1 −

1

4
d1 +

1

2

)
d2 z1 +

(
−

3

2
d2
1 + d1

)
d2 z2 + z2.
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Finally, if we denote byT ∈ D2×3 the matrix formed by the last two rows of the matrix
U−1, namely,



d1 d2 1 0

1

4
(3 d2

1 − 2 d1) d2

2 +
1

8
(−9 d3

1 + 12 d2

1 − 4 d1) d2

1

4
(3 d1 − 2) d2

1

2
(3 d2

1 − 2 d1) d2


 ,

we then haveT Q = I2, i. e., the parametrizationQ of kerF (R.) is injective.

Now, if M = D1×p/(D1×q R) is a projectiveD which is defined by a non full row
rank matrixR ∈ Dq′×p′

, then, using Proposition 3.1, we first compute a full row rank
matrixR′ ∈ Dq′×p′

satisfying

M ∼= M ′ = D1×p′

/(D1×p′

R′),

and we then apply the previous QS-algorithm toR′ ∈ Dq′×p′

to obtainU ∈ GLp′(D)

such thatR′ U = (Iq′ 0). Let S′ ∈ Dp′×q′

, Q′ ∈ Dp′×(p′−q′), T ′ ∈ D(p′−q′)×p′

be
the matrices defined by

U = (S′ Q′), U−1 =

(
R′

T ′

)
.

Then, we have the following split exact sequence:

0 −→ D1×q′ .R′

−−→ D1×p′ .Q′

−−→ D1×(p′−q′) −→ 0.
.S′

←−−
.T ′

←−−
(3.8)

We now need to precisely describe the isomorphism betweenM andM ′ in order
to get a basis ofM from one ofM ′. In order to do that, we take the same notations
as the ones used at the end of section 3.1, namely,R1 = R, T1 = (RT

1 0T )T , R′ =
(T1 S′

2), p0 = p, p1 = q, q′ = p1 + p′3, p′ = p0 + p′2. We first easily check that we
have the following commutative exact diagram

D1×p1
.R1−−→ D1×p0

π
−→ M −→ 0

↑ .X ↑ .Ip0
↑ idM

D1×(p1+p′

3)
.T1−−→ D1×p0

π
−→ M −→ 0,

whereX = (IT
q 0T )T . Moreover, we also have the commutative exact diagram

D1×(p1+p′

3)
.T1−−→ D1×p0

π
−→ M −→ 0

↑ .Z ↑ .Y ↑ σ

D1×(p1+p′

3)
.R′

−−→ D1×(p0+p′

2)
π′

−→ M ′ −→ 0,

whereY = (IT
p0

0T )T , Z = (IT
p1

0T )T and the isomorphismσ is defined by

∀ m′ = π′(λ), λ = (λ1 λ2) ∈ D1×(p0+p′

2), σ(m′) = π(λ1).
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Combining the two commutative exact diagrams, we then obtain the following one:

D1×p1
.R1−−→ D1×p0

π
−→ M −→ 0

↑ .(Z X) ↑ .Y ↑ σ

D1×(p1+p′

3)
.R′

−−→ D1×(p0+p′

2)
π′

−→ M ′ −→ 0.

Hence, if we denote by{fi}1≤i≤(p′−q′) the standard basis ofD1×(p′−q′), using (3.8),
we then obtain that{σ(π′(fi T ′)) = π(fi (T ′ Y ))}1≤i≤(p′−q′) is a basis ofM , i. e., a
basis ofM is defined by taking the residue classes of the rows of(T ′ Y ) ∈ D(p′−q′)×p0 .

We can check that theD-morphismσ−1 : M −→ M ′ is defined by

∀ m = π(λ), λ ∈ D1×p0 , σ−1(m) = π′(λY T ).

Then, using (3.8), we obtain the following split exact sequence

D1×q .R
−→ D1×p .(Y T Q′)

−−−−−→ D1×(p′−q′) −→ 0,
.S
←−

.(T ′ Y )
←−−−−

whereS ∈ Dp×q is a generalized inverseof R, i. e., S satisfiesR S R = R ([42]).
If we denote byT ′ = (T ′

1 T ′
2), whereT ′

1 ∈ D(p′−q′)×p andT ′
2 ∈ D(p′−q′)×p2 and

Q′ = ((Q′
1)

T (Q′
2)

T )T , whereQ′
1 ∈ Dp×(p′−q′) andQ′

2 ∈ Dp2×(p′−q′), we then get

Y T Q′ = Q′
1, T ′ Y = T ′

1,

i. e., we need to select the firstp columns ofT ′ and the firstp rows ofQ′.

Remark 3.21 If the freeD-moduleM = D1×p/(D1×q R) is defined by the finite free
resolution (3.1), whereR1 = R, p0 = p andp1 = q, we point out that we only apply
once the QS-algorithm to the matrixR′ in order to obtain a basis ofM contrary to the
algorithm developed in [26] where the QS-algorithm is appliedm times. Hence, our
algorithm is generally more efficient than the one developed in [26].

If F is aD-module, then applying the functorhomD(·,F) to the previous split exact
sequence, by 2 of Proposition 2.15, we then obtain the following split exact sequence:

Fq R.
←− Fp Q′

1.
←−− F (p′−q′) ←− 0.

S.
−→

T ′

1.
−−→

The systemkerF (R.) admits the injective parametrizationQ′
1, namely

kerF (R.) = Q′
1 F

(p′−q′), T ′
1 Q′

1 = Ip′−q′ .

Remark 3.22 Let us now explain how we can compute a basis of freeD-modules
imD(.R), kerD(.R) andcoimD(.R) , D1×q/ kerD(.R), whereR ∈ Dq×p.



54 A. Fabiánska and A. Quadrat

1. A basis ofimD(.R) = D1×q R can be obtained as follows: we first compute the
first syzygyD-module ofimD(.R) and we obtain a matrixR2 ∈ Dr×q satisfying
kerD(.R) = D1×r R2. Let us denote byM2 = D1×q/(D1×r R2) ∼= D1×q R.
Using the method previously described, we can compute a basis of the free D-
moduleM2. We getQ2 ∈ Dq×l andT2 ∈ Dl×q such that we have the exact split
sequence

D1×r .R2−−→ D1×q .Q2
−−→ D1×l −→ 0,

.S2←−−
.T2←−−

whereS2 ∈ Dq×r denotes a generalized inverse ofR2. A basis ofD1×q R is then
given by theD-linearly independent rows of the matrixT2 R ∈ Dl×p and we have
D1×q R = D1×l (T2 R).

2. Using the same notations as before, we havekerD(.R) = D1×r R2 and a basis
of the freeD-modulekerD(.R) can then be obtained by computing a basis of
D1×r R2 as it was shown in the previous point.

3. Using again the same notations as in the first point, we get

coimD(.R) = D1×q/ kerD(.R) = D1×q/(D1×r R2),

and a basis ofcoimD(.R) can be computed using the general method previously
described in this section.

To finish, all the algorithms presented in this section were implemented in the package
QUILLEN SUSLIN ([12]). See the appendix for more details and examples.

4 Flat multidimensional linear systems

4.1 Computation of flat outputs of flat multidimensional systems

Our first motivation to study and implement constructive versions of the Quillen-Suslin
theorem was the computation offlat outputsand injective parametrizations offlat mul-
tidimensional linear systemsand, particularly, differential time-delay systems. The
study of flat linear ordinary differential time-delay systems has recentlybeen initiated
in [18, 30]. As for nonlinear ordinary differential systems ([17]), this class of systems
has interesting mathematical properties which can be used to do motion planning and
tracking as shown in [30] and the references therein on explicit examples.

However, the theory of flat linear ordinary differential time-delay systems is still in
its infancy and some concepts developed for nonlinear ordinary differential systems
seem to have no counterparts for this second class of systems. In particular, for flat
linear differential time-delay systems, we can wonder which kind of linearsystems
could play a similar role as the one played by the Brunovský systems for flat nonlinear
systems ([17]). To answer this question, we first need to understand which kind of
equivalence plays a similar role for differential time-delay linear systemsas the one
played by theLie-Bäcklund equivalencefor nonlinear differential systems ([17]). To
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our knowledge, these important questions have not been studied in the literature till
now. This section aims at constructively answering these two questions.

As the differential time-delay systems is a particular class of multidimensional sys-
tems, we can define the concept of a flat multidimensional linear system in terms of the
existence of an injective parametrization of the trajectories of the system ([5, 42, 62]).

Definition 4.1 Let D = k[x1, . . . , xn], R ∈ Dq×p andF a D-module. Then, the
systemkerF (R.) is calledflat if there existQ ∈ Dp×m andT ∈ Dm×p satisfying

kerF (R.) = QFm, T Q = Im.

In terms of the module-theoretic/behaviour approach recently developed for multidi-
mensional linear systems ([5, 39, 32, 62, 63]), it means that the module M intrinsically
associated with the multidimensional linear system is free over the commutative poly-
nomial ringD of functional operators ([5, 16, 17, 30, 42]).

Proposition 4.2 [5] Let D = k[x1, . . . , xn], R ∈ Dq×p, M = D1×p/(D1×q R) and
F be an injective cogeneratorD-module. Then,kerF (R.) is a flat system iff theD-
moduleM is free. Moreover, the bases of theD-moduleM are then in a one-to-one
correspondence with flat outputs ofkerF (R.).

Remark 4.3 Using the end of the section 2, we obtain that the condition thatM is a
freeD-module is a sufficient condition forkerF (R.) to be a flat system.

Using Proposition 4.2 and the Quillen-Suslin theorem (see 4 of Theorem 2.5), we then
get the following important corollary.

Corollary 4.4 LetD = k[x1, . . . , xn], R ∈ Dq×p, M = D1×p/(D1×q R) andF be an
injective cogeneratorD-module. Then,kerF (R.) is a flat system iff theD-moduleM
is projective.

WhenR has a full row rank, then, using Theorem 2.6, a constructive test forflatness of
multidimensional linear systems with constant coefficients consists in checking if the
q × q minors ofR do not simultaneously vanish on complex common zeros ([23, 59]).
This last result can algorithmically be checked by computing a Gröbner or Janet basis
of the idealI of D generated by theq × q minors ofR and check whether or not1 ∈ I.
We can also check whether or notR admits a right-inverse overD ([4, 5, 42]).

In the general case, using Theorem 2.6, the projectiveness ofM can constructively
be obtained by verifying the vanishing ofexti

D(N,D), for i = 1, . . . , n, whereN is the
transposedD-moduleN = D1×q/(D1×p RT ). Other possibilities are to compute the
so-calledglobal dimensionof M ([53]) by means of Proposition 3.1 and Corollary 3.3
as it was shown in [49], check whether or notR admits a generalized inverseS over
D, i. e., check for the existence of a matrixS ∈ Dp×q satisfyingR S R = R ([42])
or check some straightforward conditions on the so-calledFitting idealsof M as it is
explained in [10].

However, we point out that, till now, there has been no easy way for obtaining the
flat outputs of the system, i. e., the bases of the freeD-moduleM . Hence, we are led
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to use constructive versions of the Quillen-Suslin theorem developed in thesymbolic
algebra community ([19, 26, 27, 35, 58]) for computing a basis of the freeD-module
M . It was our first main purpose for developing the package QUILLEN SUSLIN ([12]).
See the appendix for more details and examples.

Example 4.5 Let us consider the differential time-delay linear system (see [30])
{

ẏ1(t) − y1(t − h) + 2 y1(t) + 2 y2(t) − 2u(t − h) = 0,

ẏ1(t) + ẏ2(t) − u̇(t − h) − u(t) = 0.
(4.1)

Let us denote byD = Q
[

d
dt

, δ
]

the commutative ring of differential time-delay opera-
tors with rational contant coefficients, where(d/dt) y(t) = ẏ(t) and(δ y)(t) = y(t−h),
h ∈ R+. Let us also denote the matrix of functional operators defining (4.1) by

R =




d

dt
− δ + 2 2 −2 δ

d

dt

d

dt
−

d

dt
δ − 1


 ∈ D2×3.

Using the algorithms developed in [5, 42] and implemented in the package OREMOD-
ULES ([4]), we obtain thatR admits a right-inverse overD defined by

S =
1

2




0 0

d

dt
δ + 2 −2 δ

d

dt
−2




,

a fact proving thatM = D1×3/(D1×2 R) is a projective, and thus, a freeD-module by
the Quillen-Suslin theorem (see 4 of Theorem 2.5).

Using a constructive version of the Quillen-Suslin theorem (see also the heuristic
methods developed in [5, 42]), we obtain the following split exact sequence of D-
modules

0 −→ D1×2 .R
−→ D1×3 .Q

−→ D −→ 0,
.S
←−

.T
←−

(4.2)

whereT = (1 0 0) and

Q =
1

2




2

−
d2

dt2
δ +

d

dt
δ2 −

d

dt
+ δ − 2

d

dt
δ −

d2

dt2




.

Using the split exact sequence (4.2), we can check that we have

M = D1×3/(D1×2 R) ∼= (D1×3 Q) = D,
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i. e., we find again thatM is a freeD-module of rank 1.
Now, if F is aD-module (e. g.,F = C∞(R)), by applying the functorhomD(·,F)

to the split exact sequence (4.2), we then obtain the following split exact sequence of
D-modules (see 2 of Proposition 2.15):

0 ←− F2 R.
←− F3 Q.

←− F ←− 0.
S.
−→

T.
−→

Hence, for anyD-moduleF , we get that the systemkerF (R.) defined by (4.1) is
parametrized by the following injective parametrization:

∀ x1 ∈ F ,





y1(t) = x1(t),

y2(t) =
1

2
(−ẍ1(t − h) + ẋ1(t − 2h) − ẋ1(t) + x1(t − h) − 2x1(t)),

u(t) =
1

2
(ẋ1(t − h) − ẍ1(t)).

(4.3)

We refer the reader to [49, 51] for a constructive algorithm for the computation of
bases, and thus, of flat outputs of a class of linear systems defined by partial differential
equations with polynomial or rational coefficients. See [50, 49] for an implementation
of this algorithm in the package STAFFORD of the library OREMODULES.

Finally, we say that theD = k[x1, . . . , xn]-moduleM = D1×p/(D1×q R) is π-free,
whereπ ∈ D, if the Dπ-moduleDπ ⊗D M is free, whereDπ denotes the localization
Dπ = {a/b | a ∈ D, b = πi, i ∈ Z+} of the ringD with respect to the multiplicatively
closed subsetSπ = {1, π, π2, . . .} of D ([53]). By extension, we can define the
concept of aπ-flat system. See [5, 30, 31] for more details. Given a finitely presented
D = k[x1, . . . , xn]-moduleM = D1×p/(D1×q R), constructive algorithms computing
the corresponding polynomialsπ and basis of the freeDπ-moduleDπ⊗DM were given
in [5] and implemented in the OREMODULES package ([4, 6]). However, we can also
use Remark 3.19 to compute the corresponding basis in the case whereπ = xi. We
refer the reader to [14] for more details and examples.

4.2 Equivalences of flat multidimensional systems

Using a QS-algorithm, the purpose of this section is to prove that a flat multidimen-
sional linear system with constant coefficients is algebraically equivalentto a linear
controllable 1-D system obtained by setting all but one functional operatorto 0 in the
system matrix. In particular, the algebraic equivalence we use is the natural equiva-
lence developed in module theory, namely, two multidimensional linear systems are
said to be algebraically equivalent if their canonical associated modules are isomor-
phic over the underlying commutative polynomial ring of functional operatorsD. This
equivalence is nothing else than the natural substitute to the Lie-Bäcklund equivalence
for multidimensional linear systems. In the case of ordinary differentiallinear systems,
we already know that Lie-B̈acklund transformations correspond to isomorphisms of the
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underlying modules (see e. g. [17] and the references therein). Finally, we prove that a
flat differential time-delay linear system is algebraically equivalent to the controllable
ordinary differential system without delays, namely, the system obtainedby setting all
the delay amplitudes to 0. This last system plays a similar role as the one playedby the
Brunovsḱy canoncial form in the nonlinear case.

We have the following corollary of Theorem 3.16.

Corollary 4.6 LetD = k[x1, . . . , xn], R ∈ Dq×p be a full row rank andF an injective
cogeneratorD-module. The flat multidimensional systemkerF (R(x1, . . . , xn).) is then
D-isomorphic to a controllable 1-D linear system obtained by setting any functional
operator to0. For instance, the systemkerF (R(x1, . . . , xn).) is D-isomorphic to the
systemkerF (R(x1, 0, . . . , 0).) and the elements ofkerF (R(x1, . . . , xn).) are in a one-
to-one correspondence with the ones ofkerF (R(x1, 0, . . . , 0).).

Proof. Using Proposition 4.2, we obtain thatM = D1×p/(D1×q R) is a freeD-
module. Using the fact thatR has full row rank, by Theorem 3.16, there exists a
matrix U ∈ GLp(D) such thatR U = R, whereR = R(x1, 0, . . . , 0). Therefore, we
have the following commutative exact diagram

0 0 0

↓ ↓ ↓

0 −→ D1×q .R
−→ D1×p π

−→ M −→ 0

‖ ↓ .U ↓ f

0 −→ D1×q .R
−→ D1×p κ

−→ M ′ −→ 0,

↓ ↓ ↓

0 0 0

whereκ : D1×p −→ M denotes the canonical projection ontoM and theD-isomor-
phismf : M −→ M ′ is defined by

∀ m = π(λ), λ ∈ D1×p, f(m) = κ(λU).

Applying the functorhomD(·,F) to the previous commutative exact diagram and
using the fact that horizontal exact sequences split becauseM ∼= M ′ is a freeD-
module, we then obtain the following commutative exact diagram:

0 0 0

↑ ↑ ↑

0 ←− Fq R.
←− Fp π⋆

←− kerF (R.) ←− 0

‖ ↑ U. ↑ f⋆

0 ←− Fq R.
←− Fp κ⋆

←− kerF (R.) ←− 0.

↑ ↑ ↑

0 0 0
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TheD-isomorphismf⋆ : kerF (R.) −→ kerF (R.) is defined by

∀ η ∈ kerF (R.), f⋆(η) = U η.

Hence,f⋆ induces a one-to-one correspondence between the elements ofkerF (R.) and
those ofkerF (R.) and(f⋆)−1 is defined by

∀ ζ ∈ kerF (R.), (f⋆)−1(ζ) = U−1 ζ.

Using Corollary 3.3 and the end of the section 3.4, we can always reduce the case of
a non full row rank matrixR to the case of a full row rank matrixR′ and then apply
Corollary 4.6 toR′.

Despite the fact that Corollary 4.6 is a straightforward consequence ofthe Quillen-
Suslin theorem, its applications to flat multidimensional systems seem to be ignored.
In particular, it shows that the Lie-B̈acklund equivalence in the nonlinear case needs to
be replaced by the isomorphism equivalence in the multidimensional case.Moreover,
the right substitute of the Brunovský linear system in the nonlinear case becomes the
controllable 1-D linear linear system with constant coefficients obtained by setting all
but one functional operator to 0.

Let us illustrate Corollary 4.6 on an example.

Example 4.7 Let us consider again the differential time-delay linear system defined
by (4.1). In Example 4.5, we proved that the correspondingD-moduleM is free. It
is well known thatF = C∞(R) is not an injectiveD-module but, by Remark 4.3, the
systemkerF (R.) is flat as theD-moduleM is free. Hence, according to Corollary 4.6,
the flat system (4.1) is algebraically equivalent to the following controllableordinary
differential linear system

{
ż1(t) + 2 z1(t) + 2 z2(t) = 0,

ż1(t) + ż2(t) − v(t) = 0,
(4.4)

i. e., the system obtained by settingδ to 0 in the matrixR. Using the constructive QS-
algorithm toR, after a few computations, we obtain an invertible transformation which
bijectively maps the trajectories of (4.1) to the ones of (4.4) is defined by





y1(t) = z1(t),

y2(t) =
1

2
(ż1(t − 2h) + z1(t − h)) + z2(t) + v(t − h),

u(t) =
1

2
ż1(t − h) + v(t)

⇔





z1(t) = y1(t),

z2(t) = −
1

2
y1(t − h) + y2(t) − u(t − h),

v(t) = −
1

2
ẏ1(t − h) + u(t).

(4.5)
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Applying again Corollary 4.6 to (4.4), we get that the ordinary differential system (4.4)
is equivalent to the purely algebraic system

{
2x1(t) + 2x2(t) = 0,

−w(t) = 0,
(4.6)

i. e., the system obtained by setting toδ andd/dt to 0 in R. Applying a QS-algorithm
to R,we obtain that a transformation which bijectively maps the trajectories of (4.4) to
the ones of (4.6) is defined by





z1(t) = x1(t),

z2(t) = x2(t) −
1

2
ẋ1(t),

v(t) = w(t) −
1

2
ẍ1(t) + ẋ1(t) + ẋ2(t)

⇔





x1(t) = z1(t),

x2(t) = z2(t) +
1

2
ż1(t),

w(t) = v(t) + ż1(t) + ż2(t).

(4.7)

Combining (4.5) and (4.7), we finally obtain a one-to-one correspondence between the
solutions of (4.1) and (4.6).

We note that the solutions of (4.1) (resp., (4.4)) are parametrized bymeans of (4.5)
(resp., (4.7)), wherez1, z2 andv (resp.,x1, x2 andw) are not arbitrary functions as
they must satisfy (4.4) (resp., (4.6)). However, solving the algebraic system (4.6), we
obtain thatx2 = −x1 andw = 0. Substituting these values in (4.7) and the result into
(4.5), we find that an injective parametrization of (4.1) is defined by (4.3).

Finally, we can check that an injective parametrization of (4.4) is obtainedby setting
δ = 0 in the matrix of operators defining (4.3), i. e.,

∀ψ ∈ F ,





z1(t) = ψ(t),

z2(t) = −
1

2
(ψ̈(t) + 2ψ(t)),

v(t) = −
1

2
ψ̈(t).

Similarly, if we setδ andd/dt to 0 in the matrix of operators defining (4.3), we obtain
the following injective parametrization of (4.6):

∀ϕ ∈ F ,





x1(t) = ϕ(t),

x2(t) = −ϕ(t),

w(t) = 0.

These last results can be obtained by applying the functor(D/(D δ)) ⊗D · (resp.,
(D/

(
D δ + D d

dt

)
) ⊗D ·) to the split exact sequence (4.2) to get the corresponding

split exact sequence ofD/(D δ)-modules (resp.,D/
(
D δ + D d

dt

)
-modules) ([53]).

See [13, 14] for more examples.

Using Corollary 3.18, we can also set the different functional operators appearing in the
system matrix of a flat multidimensional linear system to any particular value belonging
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to k. Applying this result to the class of flat differential time-delay linear systems, we
show that a flat differential time-delay linear system is equivalent to the controllable
ordinary differential linear system obtained by setting all the time-delay amplitudes to
0, i. e., to the corresponding ordinary differential system without delays.

Corollary 4.8 Let D = k
[

d
dt

, δ1, . . . , δn−1

]
be the ring of differential incommensu-

rable time-delay operators, namely, the amplitudeshi ∈ R+ of the time-delay operator
(δi y)(t) = y(t − hi), i = 1, . . . , n − 1, are such that theQ-vector space generated
by h1, . . . , hn−1 is n-dimensional. Let us considerR ∈ Dq×p which admits a right-
inverse overD andF an injective cogeneratorD-module. Then, the time-invariant
flat differential time-delay linear systemkerF (R

(
d
dt

, δ1, . . . , δn−1

)
.) is D-isomorphic

to the controllable ordinary differential linear systemkerF (R
(

d
dt

, 1, . . . , 1
)
.) obtained

by setting the amplitudes of all the delays to0, i. e., it is equivalent to the linear system
without delays. In particular, the elements of the systemkerF (R

(
d
dt

, δ1, . . . , δn−1

)
.)

are in a one-to-one correspondence with the ones ofkerF (R
(

d
dt

, 1, . . . , 1
)
.).

Let us illustrate Corollary 4.8 on an example.

Example 4.9 Let us consider again the flat differential time-delay linear system de-
fined by (4.1). Applying Corollary 4.8 on (4.1), we obtain that (4.1) isequivalent to
the ordinary differential linear system obtained by substitutingh = 0 into (4.1), i. e.,
by settingδ = 1 in the matrixR defined in Example 4.5, namely

{
ż1(t) + z1(t) + 2 z2(t) − 2 v(t) = 0,

ż1(t) + ż2(t) − v̇(t) − v(t) = 0.
(4.8)

Using a QS-algorithm, we then obtain that the following transformation





z1(t) = y1(t),

z2(t) =
1

2
(ẏ1(t) − ẏ1(t − h) + y1(t) − y1(t − h)) + y2(t) + u(t) − u(t − h),

v(t) =
1

2
(ẏ1(t) − ẏ1(t − h)) + u(t),

(4.9)

whose inverse is defined by





y1(t) = z1(t),

y2(t) = −
1

2
(ż1(t − h) − ż1(t − 2h) + z1(t − h) − z1(t)) + z2(t)

+ v(t − h) − v(t),

u(t) =
1

2
(ż1(t − h) − ż1(t)) + v(t),

bijectively maps the trajectories of (4.1) to the ones of (4.8). An injectiveparametriza-
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tion of (4.8) can then be obtained by takingh = 0 in (4.3), i. e.,

∀ψ ∈ F ,





z1(t) = ψ(t),

z2(t) = −
1

2
(ψ̈(t) + ψ(t)),

v(t) =
1

2
(−ψ̈(t) + ψ̇(t)).

See [13, 14] for more examples.

In the previous example, we note that the invertible transformations can easily be com-
puted by hand but it is generally not the case for more complicated examples. Hence,
we need to use an implementation of constructive versions of the Quillen-Suslin theo-
rem for computing the invertible transformations and the injective parametrizations of
flat multidimensional linear systems. Such an implementation has recently been done
in the package QUILLEN SUSLIN ([12]) which, with the library OREMODULES ([4]),
allows us to effectively handle these difficult computations.

As for the flat nonlinear ordinary differential systems, using the fact that there is a
one-to-one correspondence between the trajectories of the flat differential time-delay
systems with those of the ordinary differential system without delays, we can use stabi-
lizing controllers of the latter in order to stabilize the former. This approach echoes the
Smith predictor method. We refer the reader to [13, 14] for more details and examples.

5 Pommaret’s theorem of Lin-Bose’s conjectures

The purpose of this section is to show how to use a QS-algorithm to constructively solve
Pommaret’s theorem of Lin-Bose’s conjectures ([41]). Let us firstrecall this conjecture
recently developed in the multidimensional systems theory which generalizes Serre’s
conjecture ([25]). Let us state a new problem.

Problem 3 LetD = k[x1, . . . , xn] be a commutative polynomial ring with coefficients
in a fieldk, R ∈ Dq×p a full row rank matrix andM = D1×p/(D1×q R) theD-module
finitely presented byR. We suppose thatM/t(M) is a freeD-module. Does exist a full
row rank matrixR′ ∈ Dq×p satisfying

M/t(M) = D1×p/(D1×q R′)?

If so, compute such a matrixR′.

If we can solve Problem 3, we then have

t(M) = (D1×q R′)/(D1×q R),

and using the fact thatD1×q R ⊆ D1×q′

R′, there existsR′′ ∈ Dq×q such that

R = R′′ R′. (5.1)



Applications of the Quillen-Suslin theorem 63

Let us denote byr = p!/((p − q)! q!). The fact thatM/t(M) is a projectiveD-module
implies that there is no common zero in theq × q minors{m′

i}1≤i≤r of R′, i. e., there
exists a family{pi}1≤i≤r of elements ofD satisfying the following B́ezout identity:

r∑

i=1

pi m′
i = 1. (5.2)

Now, using the fact that we havemi = (det R′′)m′
i, for i = 1, . . . , r, where themi

denote theq × q-minors ofR, we obtain that the following inclusion of ideals ofD:

r∑

i=1

D mi ⊆ (D (det R′′))

(
r∑

i=1

D m′
i

)
= D (det R′′).

Multiplying (5.2) bydet R′′, we obtain

det R′′ =

r∑

i=1

pi (det R′′)m′
i =

r∑

i=1

pi mi,

which shows thatD (det R′′) ⊆
∑r

i=1 D mi and
∑r

i=1 D mi = D (det R′′). Hence,
the greatest common divisor of theq × q minors{mi}1≤i≤r is then equal todet R′′.

Solving Problem 3 gives us a way to factorizeR under the formR = R′′ R′, where
R′ ∈ Dq×p admits a right-inverse overD anddet R′′ is the greatest common divisor
of theq × q minors ofR. The question of the possibility to achieve this factorization
was first asked by Lin and Bose in [25] and solved by Pommaret in [41]. See also
[36, 54, 60]. It was proved in [41] that this factorization problem is equivalent to Prob-
lem 3. The purpose of this paragraph is to give a general constructivealgorithm which
solves Problem 3, and thus, performs the corresponding factorization. The algorithm
has recently been implemented in the package QUILLEN SUSLIN.

Based on the Quillen-Suslin theorem, we first prove that a matrixR′ satisfying Prob-
lem 3 always exists. We then show how to effectively compute it.

The fact thatR has full row rank implies that we have the following exact sequence:

0 −→ D1×q .R
−→ D1×p π

−→ M −→ 0. (5.3)

Let N = D1×q/(D1×p RT ) be the transposedD-module ofM (see Remark 2.7), ac-
cording to Theorem 2.6, there existsQ ∈ Dq′×p such that

M/t(M) = D1×p/(D1×q′

Q).

In particular, using the fact that(D1×q R) ⊆ (D1×q′

Q), there then exists a matrix
P ∈ Dq×q′

satisfyingR = P Q. We refer the reader to [4] for the implementation of
the corresponding algorithms in the library OREMODULES as well as the large library
of examples which demonstrates these results.
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Then, we have the following commutative exact diagram:

0

↓

0 t(M)

↓ ↓ i

0 −→ D1×q .R
−→ D1×p π

−→ M −→ 0

↓ .P ‖ ↓ ρ

D1×q′ .Q
−→ D1×p π′

−→ M/t(M) −→ 0.

↓ ↓

0 0

As, by hypothesis, theD-moduleM/t(M) is projective, using 1 of Proposition 2.15,
we obtain that the following exact sequence

0 −→ (D1×q′

Q) −→ D1×p π′

−→ M/t(M) −→ 0 (5.4)

splits and we obtain
D1×p ∼= M/t(M) ⊕ (D1×q′

Q),

which shows thatD1×q′

Q is a projectiveD-module. By the Quillen-Suslin theorem,
we obtain thatD1×q′

Q is then a freeD-module.
Let us compute the rank of the freeD-moduleD1×q′

Q. Applying the exact functor
K ⊗D · to the short exact sequence (5.4), whereK = Q(D) denotes the quotient field
of D ([53]), we obtain that

rankD(D1×q′

Q) = p − rankD(M/t(M)).

See [53] for more details (Euler characteristic). Similarly with the two short exact
sequences (5.3) and

0 −→ t(M)
i

−→ M
ρ

−→ M/t(M) −→ 0,

and, using the fact thatK ⊗D t(M) = 0 becauset(M) is a torsionD-module ([53]),
we then get

rankD(M/t(M)) = rankD(M) = p − q.

Therefore, we obtainrankD(D1×q′

Q) = p − (p − q) = q, which shows thatD1×q′

Q
is a freeD-module of rankq, i. e.,(D1×q′

Q) ∼= D1×q. Computing a basis of this free
D-module, we obtain a full row rank matrixR′ ∈ Dq×p satisfying

D1×q′

Q = D1×q R′, (5.5)

which implies thatM/t(M) = D1×p/(D1×q R′) and we have the following finite free
short resolution ofM/t(M):

0 −→ D1×q .R′

−→ D1×p π′

−→ M/t(M) −→ 0. (5.6)
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We note that ifQ has full row rank, we then can takeR′ = Q andq′ = q.
In order to compute the matrixR′ ∈ Dq×p which satisfies (5.5), we need to compute

a basis of the freeD-moduleD1×q′

Q. Hence, we can use the first point of Remark 3.22
to compute a basis of theD-moduleD1×q′

Q.

Algorithm 5.1 • Input: A commutative polynomial ringD = k[x1, . . . , xn] over
a computable fieldk, a full row rank matrixR ∈ Dq×p and the finitely presented
D-moduleM = D1×p/(D1×q R) such thatM/t(M) is a freeD-module.

• Output: A full row rank matrixR′ ∈ Dq×p such that

M/t(M) = D1×p/(D1×q R′).

1. Transpose the matrixR and define the finitely presentedD-module

N = D1×q/(D1×p RT ).

2. Compute theD-moduleext1D(N,D). We obtain a matrixQ ∈ Dq′×p such that

M/t(M) = D1×p/(D1×q′

Q).

3. Compute the first syzygy modulekerD(.Q) of D1×q′

Q.

4. If kerD(.Q) = 0, thenQ has full row rank and exit the algorithm withR′ = Q.
Else, denote byQ2 ∈ Dq′

2×q′

a matrix satisfyingkerD(.Q) = D1×q′

2 Q2.

5. Compute a basis of the freeD-module

L = D1×q′

/(D1×q′

2 Q2).

In particular, we obtain a full row rank matrixB ∈ Dq×q′

such that

L = π2(D
1×q B),

whereπ2 : D1×q′

−→ L denotes the canonical projection ontoL.

6. Return the full row rank matrixR′ = B Q ∈ Dq×p.

Remark 5.2 The computation of a basis ofL gives two matricesP2 ∈ Dq′×q and
B ∈ Dq×q′

such that we have the following split exact sequence:

0

↑

D1×q′

2
.Q2
−→ D1×q′ π2−→ L −→ 0

‖ ↑ φ

D1×q′ .P2−−→ D1×q −→ 0,
.B
←− ↑

0
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whereφ : D1×q −→ L denotes the corresponding isomorphism. We can now check
that the matrixR′ = B Q has full row rank. Letλ ∈ D1×q be such thatλR′ = 0.
Then, we get(λB)Q = 0, i. e., λB ∈ kerD(.Q) = D1×q′

2 Q2, and thus, there exists
µ ∈ D1×q′

2 such thatλB = µQ2. Using the identityB P2 = Iq, we then obtain

λ = (λB)P2 = µ (Q2 P2) = 0.

We illustrate Algorithm 5.1 on a simple example.

Example 5.3 Let us consider the differential time-delay model of a flexible rod with a
force applied on one end developed in [30]:

{
ẏ1(t) − ẏ2(t − 1) − u(t) = 0,

2 ẏ1(t − 1) − ẏ2(t) − ẏ2(t − 2) = 0.
(5.7)

Let us define the ringD = Q
[

d
dt

, δ
]

of differential time-delay operators with rational
constant coefficients. The system matrix of (5.7) is defined by

R =




d

dt
−

d

dt
δ −1

2
d

dt
δ −

d

dt
δ2 −

d

dt
0


 ∈ D2×3.

Let M = D1×3/(D1×2 R) be theD-module associated with (5.7) and its transposed
D-moduleN = D1×2/(D1×3 RT ). N admits the following finite free resolution

0 ←− N
σ

←− D1×2 .RT

←−− D1×3 .RT
2←−− D ←− 0,

whereRT
2 =

(
−δ2 − 1 − 2 δ d

dt
δ2 − d

dt

)
. The defects of exactness of the complex

0 −→ D1×2 .R
−→ D1×3 .R2−−→ D −→ 0

are then defined by




ext0D(N,D) = kerD(.R) = 0,

ext1D(N,D) = kerD(.R2)/(D1×2 R),

ext2D(N,D) = D/(D1×3 R2).

Computing the first syzygy modulekerD(.R2) of D1×2 R, we obtainkerD(.R2) =
D1×3 Q, where the matrixQ is defined by

Q =




−2 δ δ2 + 1 0

−
d

dt

d

dt
δ 1

d

dt
δ −

d

dt
δ




∈ D3×3. (5.8)
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We get t(M) ∼= (D1×3 Q)/(D1×2 R) and reducing the rows ofQ with respect to
D1×2 R, we obtain that the only non-trivial torsion element ofM is defined by





m = −2 δ y1 + (δ2 + 1) y2,

d

dt
m = 0,

wherey1, y2 andy3 denote the residue classes of the standard basis ofD1×3 in M .
Following Algorithm 5.1, we compute the first syzygy modulekerD(.Q) and obtain

kerD(.Q) = D Q2, where

Q2 =

(
d

dt
− δ 1

)
∈ D1×3. (5.9)

We now have to compute a basis of the freeD-moduleL = D1×3/(D Q2). Using a
constructive version of the Quillen-Suslin theorem, we obtain the split exact sequence

0 −→ D
.Q2
−−→ D1×2 .P2−−→ D −→ 0
.S2←−−

.B
←−

with the following notations:

S2 = (0 0 1)T , P2 =




−1 0

0 1

d

dt
δ


 , B =

(
−1 0 0

0 1 0

)
.

ComputingR′ = B Q, we obtain that the following full row rank matrix

R′ =




2 δ −δ2 − 1 0

−
d

dt

d

dt
δ 1


 ∈ D2×3

satisfiesD1×3 Q = D1×2 R′. Finally, we have the factorizationR = R′′ R′, where the
R′′ is defined by

R′′ =




0 −1

d

dt
0


 ,

and satisfiesdet R′′ = d/dt, whered/dt is the greatest common divisor of the2 × 2
minors ofR and is the functional operator which annihilates the torsion elementm.

Using the fact thatM/t(M) is a freeD-module of rankp − q, i. e., there exists an
isomorphism

ψ : M/t(M) −→ D1×(p−q),
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and the exact sequence (5.6), we then obtain the following exact sequence

0 −→ D1×q .R′

−→ D1×p .P
−→ D1×(p−q) −→ 0, (5.10)

whereP ∈ Dp×(p−q) is the matrix defining the morphismπ′ ◦ ψ in the standard bases
of D1×p andD1×(p−q). As the exact sequence (5.10) ends with a freeD-module, by
1 of Proposition 2.15, it splits, i. e., there existS ∈ Dp×q andT ∈ D(p−q)×p such that
we have the following B́ezout identities:

(
R′

T

)
(S P ) =

(
Iq 0

0 Ip−q

)
= Ip, (5.11)

(S P )

(
R′

T

)
= Ip. (5.12)

Now, we have
(

R

T

)
=

(
R′′ R′

T

)
=

(
R′′ 0

0 Ip−q

) (
R′

T

)

and using (5.11), we obtain thatdet((R′T TT )T ) = 1 and

det

(
R

T

)
= det

(
R′′ 0

0 Ip−q

)
det

(
R′

T

)
= detR′′.

Finally, using the fact that we have proved thatdet R′′ is the greatest common divisor
of theq × q minors of the matrixR, we then have solved the following problem.

Problem 4 Let R ∈ Dq×p be a full row rank matrix such that the ideal
∑r

i=1 D mi of
D generated by theq × q minors{mi}1≤i≤r of the matrixR satisfies

r∑

i=1

D mi = D d,

whered denotes the greatest common divisor of theq × q minors of the matrixR. Find
a matrixT ∈ D(p−q)×p such that we have

det

(
R

T

)
= d.

To our knowledge, such a problem was first stated by Bose and Lin in [25]. Let us give
a constructive algorithm solving Problem 4.

Algorithm 5.4 • Input: A commutative polynomial ringD = k[x1, . . . , xn] over
a computable fieldk, a full row rank matrixR ∈ Dq×p such that the ideal ofD
generated by theq×q minors{mi}1≤i≤r of R satisfies

∑r
i=1 D mi = D d, where

d denotes the greatest common divisor of theq × q minors ofR.
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• Output: A matrix T ∈ D(p−q)×p such thatdet

(
R

T

)
= d.

1. Transpose the matrixR and define the finitely presentedD-module

N = D1×q/(D1×p RT ).

2. Compute theD-moduleext1D(N,D). We obtain a matrixQ ∈ Dq′×p such that

M/t(M) = D1×p/(D1×q′

Q).

3. Compute a basis of the freeD-moduleM/t(M) = D1×p/(D1×q′

Q). In par-
ticular, we obtain a full row rank matrixT ∈ D(p−q)×p such thatM/t(M) =
π′(D1×(p−q) T ), whereπ′ : D1×p −→ M/t(M) denotes the canonical projection
onM/t(M).

4. Return the matrixU = (RT TT )T which satisfiesdet U = d.

We illustrate Algorithm 5.4 on an example.

Example 5.5 We consider again the model of a flexible rod defined in (5.7). In Ex-
ample 5.3, we have proved thatM/t(M) = D1×3/(D1×3 Q), where the matrixQ is
defined by (5.8). Let us compute a basis of the freeD-moduleM/t(M). TheD-module
M/t(M) admits the following free resolution

0 −→ D
.Q2
−−→ D1×3 .Q

−→ D1×3 π′

−→ M/t(M) −→ 0,

whereQ2 is defined by (5.9). Using the fact thatQ2 admits the right-inverseS2 defined
by (5.3), we obtain the following minimal free resolution ofM/t(M)

0 −→ D1×3 .Q
−→ D1×4 π′⊕0

−−−→ M/t(M) −→ 0,

where the full row rank matrixQ is defined byQ = (QT ST
2 )T .

Applying a constructive version of the Quillen-Suslin theorem toQ, we then find
that a basis ofM/t(M) is given by(π′ ⊕ 0)(T ), whereT denotes the matrix

T =

(
1

1

2
δ 0 0

)
.

If we denote byT the matrix defined by the first three entries ofT , we then obtain a
square matrixU = (RT TT )T satisfyingdet U = d/dt.

The explicit computation ofext1D(N,D) gives a matrixR−1 ∈ Dp×m which satisfies
kerD(.R−1) = D1×q′

Q, i. e., such that we have the following exact sequence:

D1×q′ .Q
−→ D1×p .R−1

−−−→ D1×m.

A direct way to solve Problem 4 exists when the matrixR−1 admits a left-inverse
S−1 ∈ Dm×p. Then, we haveM/t(M) ∼= D1×p R−1 = D1×m and using the fact that
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rankD(M/t(M)) = p − q, we getm = p − q. The fact thatD1×q′

Q is a freeD-
module of rankq implies that there exists a full row rank matrixR′ ∈ Dq×p satisfying
D1×q′

Q = D1×q R′. Combining this result with the previous exact sequence, we
obtain the split exact sequence

0 −→ D1×q .R′

−−→ D1×p .R−1

−−−→ D1×(p−q) −→ 0,

which shows thatP = R−1 andT = S−1 solve Problem 4.
Let us illustrate this last remark on an example.

Example 5.6 Let us consider again the model of a flexible rod defined in (5.7) and
let us computeT ∈ D1×3 such that the determinant of the matrix(RT TT )T equals
d/dt. In Example 5.3, we proved that we have the exact sequence

D1×3 .Q
−→ D1×3 .R2−−→ D,

whereR2 =
(
−δ2 − 1 − 2 δ d

dt
δ2 − d

dt

)T
. R2 admits a left-inverseT defined by

T =

(
1 −

1

2
δ 0

)
,

which proves thatM/t(M) is a freeD-module of rank 1 as we have the isomorphisms

M/t(M) = D1×3/(D1×3 Q) ∼= (D1×3 R2) ∼= D.

We finally obtain that the matrix defined by

U =

(
R

T

)
=




d

dt
−

d

dt
δ −1

2
d

dt
δ −

d

dt
δ2 −

d

dt
0

1 − 1
2 δ 0




satisfiesdetU = d/dt, which solves Problem 4.

To finish, let us show how to handle an example given in [61] by means ofAlgo-
rithms 5.1 and 5.4.

Example 5.7 Let us consider the commutative polynomial ringD = Q[z1, z2, z3] and
the following matrix defined in [61]:

R =

(
z1 z2

2 z3 0 −z2
1 z2

2 − 1

z2
1 z2

3 + z3 −z3 −z3
1 z3 − z1

)
∈ D2×3.

Let us define theD-modulesM = D1×3/(D1×2 R) andN = D1×2/(D1×3 RT ). Com-
putingext1D(N,D), we then get





t(M) = (D1×4 Q)/(D1×2 R),

M/t(M) = D1×3/(D1×4 Q),

M/t(M) ∼= (D1×3 P ),
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with the notations

Q =




−z2
2 z3 z2

2 z3 z1 z2
2 − z1 z3

−z3 − z2
1 z2

3 z3 z1 + z3
1 z3

−z2
1 z3 − 1 z2

1 z2
2 + 1 0

0 z1 z2
2 z3 −z2

1 z3 − 1




, P =




z2
1 z2

2 + 1

z2
1 z3 + 1

z1 z2
2 z3


 . (5.13)

Reducing the rows ofQ with respect to the rows ofR, we obtain that the only torsion
element ofM is defined by

{
m = −(z2

1 z3 + 1) y1 + (z2
1 z2

2 + 1) y2,

z3 m = 0,

wherey1, y2 andy3 denote the residue classes of the standard basis ofD1×3 in M . We
refer the reader to [4] for more details concerning the explicit computations.

We can easily check thatP admits the left-inverseT = (−z2
1 z3 1 z3

1), a fact
showing thatM/t(M) is a freeD-module of rank 2. Then, the matrixU = (RT TT )T

defined by

U =




z1 z2
2 z3 0 −z2

1 z2
2 − 1

z2
1 z2

3 + z3 −z3 −z3
1 z3 − z1

−z2
1 z3 1 z3

1




satisfiesdet U = z3, which solves Problem 4.
Let us solve Problem 3. From the previous result, we know thatkerD(.P ) = D1×4 Q

is a freeD-module of rank 2. In order to be able to apply a constructive version ofthe
Quillen-Suslin theorem, we first need to compute the first syzygy module of D1×4 Q.
We obtain thatkerD(.Q) = D1×2 Q2, where the matrixQ2 ∈ D2×4 is defined by

Q2 =

(
z2
1 z3 + 1 z3 − z2

2 −z2
3 0

0 1 −z3 z1

)
.

Hence, we haveD1×4 Q ∼= L = D1×4/(D1×2 Q2). Applying a constructive version of
the Quillen-Suslin theorem toQ2, we then obtainL = π2(D

1×2 B), where the full row
rank matrixB is defined by

B =

(
z4
1 0 −z2

1 z3 + 1 0

0 z3
1 z3 (z2

2 − z3) 0 1

)
,

andπ2 : D1×2 −→ L denotes the canonical projection ontoL. Hence, we get that the
full row rank matrix defined by

R′ = B Q =

(
R′

11 R′
12 R′

13

R′
21 R′

21 R′
23

)
∈ D2×3,
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where 



R′
11 = −z4

1 z2
2 z3 + z4

1 z2
3 − 1,

R′
12 = z2

1 z2
2 − z2

1 z3 + 1,

R′
13 = z5

1 (z2
2 − z3),

R′
21 = −z3

1 z2
3 (z2

2 − z3) (z2
1 z3 + 1),

R′
21 = −z3

1 z3
3 + z3

1 z2
2 + z1 z2

2 z3,

R′
23 = −z4

1 z2
3 − z6

1 z2
3 + z4

1 z2
2 z3 + z6

1 z2
2 z2

3 − z2
1 z3 − 1,

satisfiesD1×4 Q = D1×2 R′ and the two independent rows ofR′ define a basis of
D1×4 Q. Finally, we obtain thatR = R′′ R′, where the matrixR′′ is defined by

R′′ =

(
−z1 z2

2 z3 − z3
1 z2

2 z2
3 + z3

1 z3
3 z2

1 z2
2 − z2

1 z3 + 1

−z2
1 z2

3 − z3 z1

)

anddet R′′ = z3, which solves Problem 3.
We note that we can use the fact thatP has a full column rank in order to also solve

Problem 3. Indeed, we can use a constructive version of the Quillen-Suslin theorem to
compute a basis ofkerD(.P ). Indeed, if we transpose the column vectorP , we then
obtain the row vector defined in Example 3.11. Hence, if we take the last tworows of
UT , whereU is the unimodular matrix defined in (3.6), we obtain that the full row rank
R′

2 defined by

R′
2 =

(
1 + z4

1 z2
2 z3 + z2

1 z3 −z2
1 z2

2 − 1 −z3
1 (z2

1 z2
2 + 1)

z3
1 z2

3 z2
2 −z1 z2

2 z3 −z4
1 z2

2 z3 + 1

)
, (5.14)

satisfiesD1×4 Q = D1×2 R′
2 and we obtain the factorizationR = R′′

2 R′
2, where:

R′′
2 =

(
z1 z2

2 z3 −z2
1 z2

2 − 1

z3 −z1

)
, det R′′

2 = z3.

6 Computation of (weakly) doubly coprime factoriza-
tions of rational transfer matrices

We now turn to another application of the constructive proofs of the Quillen-Suslin
theorem in multidimensional systems theory, namely, the problem of finding(weakly)
left-/right-/doubly coprime factorizations of rational transfer matrices over the commu-
tative polynomial ringk[x1, . . . , xn] with coefficients in a fieldk. The general problem
of the existence of (weakly) left-/right-/doubly coprime factorizations forgeneral linear
systems was recently studied and solved in [48].

Let us recall a few definitions.
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Definition 6.1 [48] Let D be a commutative integral domain, its quotient field

K = {n/d | 0 6= d, n ∈ D},

andP ∈ Kq×r a transfer matrix.

1. A fractional representationof P is a representation ofP of the form

P = DP N−1
P = ÑP D̃−1

P ,

where 



R = (DP − NP ) ∈ Dq×(q+r),

R̃ =

(
ÑP

D̃P

)
∈ D(q+r)×r,

(6.1)

i. e., the entries of the matricesR andR̃ belong to the ringD.

2. A fractional representationP = D−1
P NP of P is called aweakly left-coprime

factorizationof P if we have

∀ λ ∈ K1×q : λR ∈ D1×(q+r) ⇒ λ ∈ D1×q.

3. A fractional representationP = ÑP D̃−1
P is called aweakly right-coprime factor-

izationof P if we have

∀ λ ∈ Kr : R̃ λ ∈ D(q+r)×1 ⇒ λ ∈ Dr×1.

4. A fractional representationP = D−1
P NP = ÑP D̃−1

P is called aweakly doubly
coprime factorizationof P if P = D−1

P NP is a weakly left-coprime factorization
of P andP = ÑP D̃−1

P is a weakly right-coprime factorization ofP .

5. A fractional representationP = D−1
P NP of P is called aleft-coprime factor-

izationof P if the matrixR admits a right-inverse overD, i. e., if there exists a
matrixS = (XT Y T )T ∈ D(q+r)×q satisfying

R S = DP X − NP Y = Iq.

6. A fractional representationP = ÑP D̃−1
P of P is called aright-coprime factor-

izationof P if the matrixR̃ admits a left-inverse overD, namely, if there exists a
matrix S̃ = (−Ỹ X̃) ∈ Dr×(q+r) satisfying

S̃ R̃ = −Ỹ ÑP + X̃ D̃P = Ir.

7. A fractional representationP = D−1
P NP = ÑP D̃−1

P is called adoubly coprime
factorizationof P if P = D−1

P NP is a left-coprime factorization ofP andP =

ÑP D̃−1
P is a right-coprime factorization ofP .
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In the case of a polynomial ringD = k[x1, . . . , xn], a weakly coprime factorization of
a rational transfer matrix is also called aminor left-coprime factorization.

The next definition will play an important role in what follows.

Definition 6.2 [48] Let the matrixR ∈ Dq×p have a full row rank. We callD-closure
D1×q R of theD-submoduleD1×q R of D1×p theD-module defined by

D1×q R = {λ ∈ D1×p | ∃ 0 6= d ∈ D : d λ ∈ D1×q R}.

We have the following characterizations of the closure of aD-submodule ofD1×p.

Proposition 6.3 [48] LetR ∈ Dq×p be a full row rank matrix and the finitely presented
D-moduleM = D1×p/(D1×q R). We then have

1. D1×q R = (K1×q R) ∩ D1×p, whereK denotes the quotient field ofD.

2. The following equalities hold:
{

t(M) = ((K1×q R) ∩ D1×p)/(D1×q R),

M/t(M) = D1×p/((K1×q R) ∩ D1×p).

The next theorem gives necessary and sufficient conditions for the existence of a (weak-
ly) left-/right-/doubly coprime factorization of a transfer matrix.

Theorem 6.4 [48] LetP ∈ Kq×r andP = D−1
P NP = ÑP D̃−1

P be a fractional repre-
sentation ofP , where the matricesR andR̃ are defined by (6.1). Then, we have

1. P admits a weakly left-coprime factorization iff theD-moduleD1×q R is free of
rank q.

2. P admits a weakly right-coprime factorization iff theD-moduleD1×r R̃T is free
of rankr.

3. P admits a left-coprime factorization iffD1×q R is a freeD-module of rankq and
D1×(q+r)/(D1×q R) is a stably freeD-module of rankr.

4. P admits a right-coprime factorization iffD1×r R̃T is a freeD-module of rankr

andD1×(q+r)/(D1×r R̃T ) is a stably freeD-module of rankq.

5. P admits a left-coprime factorization iffD1×(q+r)/(D1×r R̃T ) is a freeD-module
of rankq.

6. P admits a right-coprime factorization iffD1×(q+r)/(D1×q R) is a freeD-module
of rankr.

Testing the freeness of modules is a very difficult issue in algebra. Hence, using The-
orem 6.4, we deduce that it is generally difficult to check whether or nota transfer
matrixP ∈ Kq×r admits a (weakly) left-/right-/doubly coprime factorization and if so,
to compute them. See [48] for results forD = H∞(C+) or the ring of structural stable
multidimensional systems.
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However, if we consider the commutative polynomial ringD = k[x1, . . . , xn] over
a fieldk andK = k(x1, . . . , xn) its quotient field, then we can use constructive ver-
sions of the Quillen-Suslin theorem in order to effectively compute (weakly) left-/right-
/doubly coprime factorizations of a rational transfer matrix. We first notethat using
Proposition 6.3 and a computation of an extension module, we can explicitly compute
the closureD1×q R and then test whether the necessary and sufficient conditions given
in Theorem 6.4 are fulfilled. The next algorithm gives a constructive way to compute
the corresponding factorizations.

Algorithm 6.5 • Input: A commutative polynomial ringD = k[x1, . . . , xn] over
a computable fieldk, a fractional representationP = D−1

P NP of a transfer matrix
P ∈ Kq×r which admits a weakly left-coprime factorization overD.

• Output: A weakly left-coprime factorization ofP .

1. Define the matrixR = (DP − NP ) ∈ Dq×(q+r) and the followingD-module:

M = D1×(q+r)/(D1×q R).

2. Transpose the matrixR and define the finitely presentedD-module

N = D1×q/(D1×(q+r) RT ).

3. Compute theD-moduleext1D(N,D). We obtain a matrixQ ∈ Dq′×(q+r) such
that

M/t(M) = D1×(q+r)/(D1×q′

Q).

4. Compute a basis of the freeD-moduleD1×q R = D1×q′

Q. We obtain a full row
rank matrixR′ ∈ Dq×(q+r) such thatD1×q′

Q = D1×q R′.

5. WriteR′ = (D′
P − N ′

P ), whereD′
P ∈ Dq×q andN ′

P ∈ Dq×r. If det D′
P 6= 0,

thenP = (D′
P )−1 N ′

P is a weakly left-coprime factorization ofP .

Up to a transposition, weakly right-coprime factorizations can similarly be obtained.
Let us illustrate Algorithm 6.5 on an example.

Example 6.6 Let us consider the commutative polynomial ringD = Q[z1, z2, z3],
K = Q(z1, z2, z3) the quotient field ofD and the following rational transfer matrix:

P =




z2
1 z2

2 + 1

z1 z2
2 z3

z2
1 z3 + 1

z1 z2
2 z3


 ∈ K2×1. (6.2)

Let us check whether or notP admits a weakly left-coprime factorization and if so, let
us compute one. We consider the fractional representationP = D−1

P NP of P obtained
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by cleaning the denominators ofP , i. e.,DP andNP ∈ D2×1 are defined by




DP =

(
z1 z2

2 z3 0

0 z1 z2
2 z3

)
∈ D2×2,

NP =

(
z2
1 z2

2 + 1

z2
1 z3 + 1

)
∈ D2×1.

We denote byR = (DP −NP ) ∈ D2×3 and define the finitely presentedD-modules

M = D1×3/(D1×2 R), N = D1×2/(D1×3 RT ).

Computingext1D(N,D), we then obtain
{

t(M) = (D1×4 Q)/(D1×2 R),

M/t(M) = D1×3/(D1×4 Q),

where the matrixQ is defined by (5.14) in Example 5.7. Using the results obtained
in Example 5.7, we get that the full row rank matrixR′

2 ∈ D2×3 defined by (5.14)
satisfiesD1×4 Q = D1×2 R′

2. Therefore, if we denote by




D′
P =

(
1 + z4

1 z2
2 z3 + z2

1 z3 −z2
1 z2

2 − 1

z3
1 z2

3 z2
2 −z1 z2

2 z3

)
,

N ′
P =

(
z3
1 (z2

1 z2
2 + 1)

z4
1 z2

2 z3 − 1

)
,

(6.3)

P = (D′
P )−1 N ′

P is then a weakly left-coprime factorization ofP .
Finally, by construction, theD-module

M/t(M) = D1×3/(D1×4 Q) = D1×3/(D1×2 R′
2)

is torsion-free, and thus, by Theorem 2.6, we haveext1D(N ′,D) = 0 with the notation
N ′ = D1×2/(D1×3 (R′

2)
T ). Moreover, we can easily check thatext2D(N ′,D) = 0

andext3D(N ′,D) = 0, which shows thatM/t(M) is a projective, and thus, a freeD-
module by the Quillen-Suslin theorem. Hence, by 3 of Theorem 6.4, we obtain that
P = (D′

P )−1 N ′
P is a left-coprime factorization ofP . We find that the matrixR′

2 admits
the following right-inverse overD:




1 0

z2
1 z3 −z3

1

0 1


 .

Therefore, we have the Bézout identityD′
P X − N ′

P Y = I2, where

X =

(
1 0

z2
1 z3 −z3

1

)
, Y = (0 1).
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The next algorithm gives us a way to compute left-coprime factorizations of a transfer
matrix. Up to a transposition, right-coprime factorizations can similarly be obtained.

Algorithm 6.7 • Input: A commutative polynomial ringD = k[x1, . . . , xn] over a
computable fieldk, a fractional representationP = ÑP D̃−1

P of a rational transfer
matrixP ∈ Kq×r which admits a left-coprime factorization overD.

• Output: A left-coprime factorization ofP .

1. Define the matrix̃R = (ÑT
P D̃T

P )T ∈ D(q+r)×r and define theD-module

M̃ = D1×(q+r)/(D1×r R̃T ).

2. Define the finitely presentedD-module

Ñ = D1×r/(D1×(q+r) R̃).

3. Computeext1D(Ñ ,D). We obtain a matrix̃QT ∈ Dr′×(q+r) such that

M̃/t(M̃) = D1×(q+r)/(D1×r′

Q̃T ).

4. Compute a basis of the freeD-moduleM̃/t(M̃). We obtain a full column rank
matrix

L̃T = (D′
P − N ′

P )T ∈ D(q+r)×q,

whereD′
P ∈ Dq×q andN ′

P ∈ Dq×r, such that we have the following split exact
sequence:

0 ←− D1×q .L̃T

←−− D1×(q+r) .Q̃T

←−− D1×r′

.

5. Transpose the matrix̃LT to obtainL̃ = (D′
P −N ′

P ) ∈ Dq×(q+r). If det D′
P 6= 0,

thenP = (D′
P )−1 N ′

P is a left-coprime factorization ofP .

Let us illustrate Algorithm 6.7 on an example.

Example 6.8 We consider again Example 6.6 and the rational transfer matrixP de-
fined by (6.2). We have the fractional representationP = ÑP D̃−1

P of P , where




ÑP =

(
z2
1 z2

2 + 1

z2
1 z3 + 1

)
∈ D2×2,

D̃P = z2
1 z2

2 z3 ∈ D.

Let us define the matrix̃R = (ÑT
P D̃T

P )T and theD-modules

M̃ = D1×(q+r)/(D1×r R̃T ), Ñ = D1×r/(D1×(q+r) R̃).

The row vector̃RT is exactly the one defined in Example 3.11. Hence, using the results
obtained in Example 3.11, we obtain that the unimodular matrixU defined by (3.6)
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satisfiesR̃T U = (1 0 0). Hence, selecting the last two columns ofU and transposing
the corresponding matrix, we then find again the matrixR′

2 defined by (5.14). Hence,
using Example 6.6, we obtain thatP = (D′

P )−1 N ′
P is a left-coprime factorization of

P , where the matricesD′
P andN ′

P are defined by (6.3).

7 Decomposition of multidimensional linear systems

It was recently shown in [8] that the computation of bases of free modules plays a
central role in thedecomposition problemof multidimensional linear systems. We
shall recall this problem as well as the main important results obtained in [8]. Let us
first recall a few definitions and notations.

We shall denote byendD(M) the non-commutative ring ofD-endomorphisms of the
D-moduleM , i. e., the ring formed by theD-morphisms (namely, theD-linear maps)
from M to M . Moreover, we recall that iff is a D-morphism from aD-moduleM
to aD-moduleN , thencoimf is theD-module defined bycoim f = M/ ker f , where
ker f = {m ∈ M | f(m) = 0} is the kernel off .

Let M be a finitely presentedD-module, i. e.,M is of the form

M = D1×p/(D1×q R),

whereR ∈ Dq×p, and let us denote byπ : D1×p −→ M the canonical projection. We
can easily prove that aD-endomorphismf of M is defined byf(m) = π(λP ), where
P ∈ Dp×p is a matrix such that there existsQ ∈ Dq×q satisfyingR P = QR, andλ is
any element ofD1×p satisfyingm = π(λ). See [8] for more details and for constructive
algorithms which compute the pairs of matrices(P,Q) satisfyingR P = QR. These
algorithms have been implemented in the package MORPHISMS ([9]) of the library
OREMODULES ([4]).

We have following results.

Theorem 7.1 [8] LetR ∈ Dq×p, M = D1×p/(D1×q R) andf ∈ endD(M) defined by
P ∈ Dp×p andQ ∈ Dq×q, i. e.,R P = QR. If theD-modules

kerD(.P ), coimD(.P ), kerD(.Q), coimD(.Q),

are free of rankm, p−m, l, q−l, then there exist matricesU1 ∈ Dm×p, U2 ∈ D(p−m)×p,
V1 ∈ Dl×q andV2 ∈ D(q−l)×q such that

U = (UT
1 UT

2 )T ∈ GLp(D), V = (V T
1 V T

2 )T ∈ GLq(D),

and

R = V R U−1 =

(
V1 R W1 0

V2 R W1 V2 R W2

)
∈ Dq×p,

whereU−1 = (W1 W2), W1 ∈ Dp×m andW2 ∈ Dp×(p−m).
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In particular, the full row rank matrixU1 (resp.,U2, V1, V2) defines a basis of the
freeD-modulekerD(.P ) (resp.,coimD(.P ), kerD(.Q), coimD(.Q)), i. e., we have





kerD(.P ) = D1×m U1,

coimD(.P ) = κ(D1×(p−m) U2),

kerD(.Q) = D1×l V1,

coimD(.Q) = ρ(D1×(q−l) V2),

whereκ : D1×p → coimD(.P ) (resp.,ρ : D1×q → coimD(.Q)) denotes the canonical
projection ontocoimD(.P ) (resp.,coimD(.Q)). An important point in Theorem 7.1 is
the computation of bases of the freeD-moduleskerD(.P ), coimD(.P ), kerD(.Q) and
coimD(.Q), which can be solved by means of constructive versions of the Quillen-
Suslin theorem and their implementations in computer algebra systems. In order to do
that, we use the package QUILLEN SUSLIN described in the appendix.

Let us illustrate Theorem 7.1 by means of an explicit example.

Example 7.2 Let us consider the system of partial differential equations defined by

σ ∂t
~A +

1

µ
~∇∧ ~∇ ~A − σ ~∇V = 0, (7.1)

whereσ andµ are two constants. The previous system corresponds to the equations
satisfied by the electromagnetic quadri-potential( ~A, V ) when it is assumed that the
term ∂t

~D can be neglected in the Maxwell equations. See [7] for more details. It
seems that Maxwell was led to introduce the term∂t

~D in his famous equations for
purely mathematical reasons. See [7] for more details.

Let us consider the ringD = Q[∂t, ∂1, ∂2, ∂3] of differential operators in∂t = ∂/∂t
and∂i = ∂/∂xi with rational constant coefficients, the system matrix of (7.1) defined
by

R =




σ ∂t −
1

µ
(∂2

2 + ∂2
3)

1

µ
∂1 ∂2

1

µ
∂1 ∂3 −σ ∂1

1

µ
∂1 ∂2 σ ∂t −

1

µ
(∂2

1 + ∂2
3)

1

µ
∂2 ∂3 −σ ∂2

1

µ
∂1 ∂3

1

µ
∂2 ∂3 σ ∂t −

1

µ
(∂2

1 + ∂2
2) −σ ∂3




and the finitely presentedD-moduleM = D1×4/(D1×3 R).
The matricesP andQ defined by

P =




0 0 0 0

0 σ µ∂t 0 −σ µ∂2

0 0 σ µ∂t −σ µ∂3

0 ∂t ∂2 ∂t ∂3 −(∂2
2 + ∂2

3)


 ∈ D4×4,

Q =




0 0 0

−∂1 ∂2 σ µ∂t − ∂2
2 −∂2 ∂3

−∂1 ∂3 −∂2 ∂3 σ µ∂t − ∂2
3


 ∈ D3×3,
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satisfy the relationR P = QR, and thus, define aD-endomorphismf of M . Moreover,
we can check thatkerD(.P ), coimD(.P ), kerD(.Q) andcoimD(.Q) are freeD-modules
of rank 2, 2, 1 and 2. Hence, computing bases of these freeD-modules by means of a
constructive version of the Quillen-Suslin theorem, we obtain





U1 =

(
1 0 0 0

0 ∂2 ∂3 −σ µ

)
,

U2 =
1

σ µ

(
0 1 0 0

0 0 1 0

)
,





V1 =
(

1 0 0
)

,

V2 =

(
0 1 0

0 0 1

)
.

DefiningU = (UT
1 UT

2 )T ∈ GL4(D) andV = (V T
1 V T

2 )T ∈ GL3(D), we get that
R = V R U−1 is the block-triangular matrix defined by



σ ∂t −
1

µ
(∂2

2 + ∂2

3)
1

µ
∂1 0 0

1

µ
∂1 ∂2

1

µ
∂2 σ (σ µ ∂t − (∂2

1 + ∂2

2 + ∂2

3)) 0

1

µ
∂1 ∂3

1

µ
∂3 0 σ (σ µ ∂t − (∂2

1 + ∂2

2 + ∂2

3))




.

Now, we recall that anidempotentf ∈ endD(M) is aD-endomorphismf of M satis-
fying f2 = f . We can now state another important result of [8] on the decomposition
of D-modules for which the Quillen-Suslin theorem plays a central role.

Theorem 7.3 [8] Let R ∈ Dq×p, M = D1×p/(D1×q R) and f ∈ endD(M) be an
idempotent defined by two idempotentsP ∈ Dp×p andQ ∈ Dq×q, namely, they satisfy
R P = QR, P 2 = P and Q2 = Q. Then, there exist four matricesU1 ∈ Dm×p,
U2 ∈ D(p−m)×p, V1 ∈ Dl×q andV2 ∈ D(q−l)×q such that

U = (UT
1 UT

2 )T ∈ GLp(D), V = (V T
1 V T

2 )T ∈ GLq(D),

and

R = V R U−1 =

(
V1 R W1 0

0 V2 R W2

)
∈ Dq×p,

whereU−1 = (W1 W2), W1 ∈ Dp×m andW2 ∈ Dp×(p−m).
In particular, the full row rank matrixU1 (resp.,U2, V1, V2) defines a basis of the

freeD-modulekerD(.P ), (resp.,imD(.P ) = kerD(.(Ip − P )), kerD(.Q), imD(.Q) =
kerD(.(Iq − Q))) of rank respectivelym, p − m, l, q − l. In other words, we have





kerD(.P ) = D1×m U1,

imD(.P ) = D1×(p−m) U2,

kerD(.Q) = D1×l V1,

imD(.Q) = D1×(q−l) V2.

Let us illustrate Theorem 7.3 by means of an example coming from control theory.
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Example 7.4 Let us consider the differential time-delay system describing the move-
ment of a vibrating string with an interior mass studied in [31], namely,





φ1(t) + ψ1(t) − φ2(t) − ψ2(t) = 0,

φ̇1(t) + ψ̇1(t) + η1 φ1(t) − η1 ψ1(t) − η2 φ2(t) + η2 ψ2(t) = 0,

φ1(t − 2h1) + ψ1(t) − u(t − h1) = 0,

φ2(t) + ψ2(t − 2h2) − v(t − h2) = 0,

(7.2)

whereh1 andh2 ∈ R+ are such thatQ h1 + Q h2 is a two-dimensionalQ-vector space
(i. e., there exists no relation of the formmh1 + nh2 = 0, wherem,n ∈ Z), η1 andη2

are two non-zero constant parameters of the system.
Let us consider the ringD = Q(η1, η2)

[
d
dt

, σ1, σ2

]
of differential time-delay opera-

tors where(dy/dt)(t) = ẏ(t) and(σi y)(t) = y(t − hi), for i = 1, 2. The condition on
h1 andh2 implies that the two time-delay operatorsσ1 andσ2 are incommensurable,
i. e., define two independent variables. Hence,D is a commutative polynomial ring.
Let us denote byR the system matrix of (7.2), namely,

R =




1 1 −1 −1 0 0

d

dt
+ η1

d

dt
− η1 −η2 η2 0 0

σ2
1 1 0 0 −σ1 0

0 0 1 σ2
2 0 −σ2




∈ D4×6,

and the finitely presentedD-moduleM = D1×6/(D1×4 R).
Computing idempotents ofendD(M), we obtain an idempotentf defined by the

following two idempotent matrices:

P =




1 0 0 0 0 0

−σ2
1 0 0 0 σ1 0

0 0 0 −σ2
2 0 σ2

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1




, Q =




1 0 −1 1

0 1 −
d

dt
+ η1 η2

0 0 0 0

0 0 0 0




.

Moreover, we can check thatkerD(.P ), imD(.P ), kerD(.P ) andimD(.P ) are freeD-
modules of rank 2, 4, 2 and 2. Computing bases by means of a constructive version of
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the QuillenSuslin theorem, we then get:




kerD(.P ) = D1×2 U1, U1 =

(
σ2

1 1 0 0 −σ1 0

0 0 1 σ2
2 0 −σ2

)
,

imD(.P ) = D1×4 U2, U2 =




1 0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


 ,

kerD(.Q) = D1×2 V1, V1 =

(
0 0 1 0

0 0 0 1

)
,

imD(.Q) = D1×2 V2, V2 =




1 0 −1 1

0 −1
d

dt
− η1 −η2


 .

Forming the matricesU = (UT
1 UT

2 )T ∈ GL6(D) andV = (V T
1 V T

2 )T ∈ GL4(D),
we obtain thatR is then equivalent to the block-diagonal matrixR = V R U−1:



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 − σ2
1 σ2

2 − 1 σ1 −σ2

0 0 σ2
1

(
d

dt
− η1

)
−

(
d

dt
+ η1

)
−η2 (σ2

2 + 1) −σ1

(
d

dt
+ η1

)
η2 σ2




.

Now, considering the second diagonal block, namely,

S =




1 − σ2
1 σ2

2 − 1 σ1 −σ2

σ2
1

(
d

dt
− η1

)
−

(
d

dt
+ η1

)
−η2 (σ2

2 + 1) −σ1

(
d

dt
+ η1

)
η2 σ2


 ,

and theD-moduleL = D1×4/(D1×2 S). Using an algorithm developed in [8], we
obtain that an idempotentg ∈ endD(L) is defined by the two idempotent matrices

P ′ =




1 0 0 0

a 0 b 0

0 0 1 0

0 0 0 1


 , Q′ =

1

2


 σ2

2 + 1
1

η2
(σ2

2 − 1)

−η2 (σ2
2 + 1) −σ2

2 + 1


 ,

with the notations




a =
1

2 η2

(
σ2

1

(
d

dt
− (η1 + η2)

)
−

d

dt
+ (η2 − η1)

)
,

b = −
σ1

2 η2

(
d

dt
− (η1 + η2)

)
.
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We can check that theD-moduleskerD(.P ′), imD(.P ′), kerD(.Q′) andimD(.Q′) are
free and, using a constructive version of the Quillen-Suslin theorem, weobtain that
kerD(.P ′) = D U ′

1, imD(.P ′) = D1×3 U ′
2, kerD(.Q′) = D V ′

1 andimD(.Q′) = D V ′
2 ,

where

U ′
1 = 2η2

(
a −1 b 0

)
,

U ′
2 =




1 0 0 0

−σ1 0 1 0

σ2
1 σ2 (d − η1 − η2) − σ2 (d + η1 − η2) 0 −σ1 σ2 (d − η1 − η2) −2 η2




and
V ′

1 = (η2 1), V ′
2 = (η2 (σ2

2 + 1) σ2
2 − 1).

DefiningU ′ = (U ′T
1 U ′T

2 )T ∈ GL4(D) andV ′ = (V ′T
1 V ′T

2 )T ∈ GL2(D), we get

S = V ′ S U ′−1 =




1 0 0 0

0
d

dt
+ η1 + η2 σ1

(
d

dt
+ η2 − η1

)
σ2


 .

If we denote bydiag(A,B) the diagonal matrix formed by the matricesA andB and
defineU ′′ = diag(I2, U

′) ∈ GL6(D) andV ′′ = diag(I2, V
′) ∈ GL4(D), then we get

R = (V ′′ V )R (U ′′ U)−1 = diag(I2, S).

The last result proves that the system defined by (7.2) with 6 unknownsand 4 equations
is in fact equivalent to the following simple equation:

ż1(t) + (η1 + η2) z1(t) + ż2(t − h1) + (η2 − η1) z2(t − h1) − z3(t − h2) = 0. (7.3)

Using the results summed up in Figure 2.1, theD-module defined by

M ′ = D1×3/

(
D

(
d

dt
+ η1 + η2 σ1

(
d

dt
+ η2 − η1

)
σ2

))
∼= M

is reflexive but not projective, i. e., not free, as we have

J = annD(ext3D(T (M ′),D)) =

(
σ1, σ2,

d

dt
+ η1 + η2

)
,

anddimCV (J) = 0. As σ1, σ2 ∈ J , we obtain that theQ(η1, η2)
[

d
dt

, σ1, σ2, σ
−1
1

]
-

moduleQ(η1, η2)
[

d
dt

, σ1, σ2, σ
−1
1

]
⊗D M ′ is free, i. e., (7.3) isσ1-free ([6, 30]). Com-

puting an injective parametrization of (7.3), we obtain




z1 = σ1 σ2 y1 + σ1

(
d

dt
+ η2 − η1

)
y2,

z2 = −σ2 y1 −

(
d

dt
+ η1 + η2

)
y2,

z3 = −2 η1 y1,

(7.4)
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and a basis ofQ(η1, η2)
[

d
dt

, σ1, σ2, σ
−1
1

]
-moduleQ(η1, η2)

[
d
dt

, σ1, σ2, σ
−1
1

]
⊗D M ′ is

then defined by

y1 = −
1

2 η1
σ−1

1 z3, y2 = −
1

2 η1
(σ−1

1 z1 + z2).

Using (7.4) and the transformation(φ1, ψ1, φ2, ψ2, u, v)T = (U ′′ U)−1 (z1, z2, z3)
T , we

get an injective parametrization of (7.2) if we also use the advance operatorσ−1
1 .

Finally, theQ(η1, η2)
[

d
dt

, σ1, σ2, σ
−1
2

]
-moduleQ(η1, η2)

[
d
dt

, σ1, σ2, σ
−1
2

]
⊗D M ′ is

free and, from (7.3), we obtain that

z3(t) = ż1(t+h2)+ (η1 + η2) z1(t+h2)+ ż2(t−h1 +h2)+ (η2 − η1) z2(t−h1 +h2),

showing that theQ(η1, η2)
[

d
dt

, σ1, σ2, σ
−1
2

]
-moduleQ(η1, η2)

[
d
dt

, σ1, σ2, σ
−1
2

]
⊗D M ′

admits the basis{z1, z2}. Using the transformation defined by(U ′′ U)−1, we get an
injective parametrization of (7.2) if we also use the advance operatorσ−1

2 .

Generalizations of Theorems 7.1 and 7.3 hold for some classes of non-commutative
polynomial rings of functional operators. See [8] for more details. However, we need
to be able to compute bases of free modules over the corresponding rings. A general
algorithm has recently been developed in [49, 51] for the ring of differential operators
with polynomial or rational coefficients (the so-calledWeyl algebras). See [50] for an
implementation of this algorithm and a library of examples which illustrates it.

Finally, we refer the reader to [8, 9] for numerous examples of decomposition of
classical systems of partial differential equations and of differential time-delay equa-
tions appearing in mathematical physics and control theory and for a description of the
package MORPHISMS([9]) as well as a library of examples.

8 Conclusion

In this paper, we have shown new applications of constructive versionsof the Quillen-
Suslin theorem to mathematical systems theory. In particular, we explainedthat the
construction of bases of a free module over a commutative polynomial ring D gives us
a way to obtain flat outputs of a flat multidimensional linear system as well as injec-
tive parametrizations of its solutions over aD-moduleF . We have also shown that a
flat multidimensional system was algebraically equivalent to the 1-D controllable lin-
ear systems obtained by setting all but one functional operator to particular values in
the system matrix. This last result gives an answer to a natural question arising in the
study of flat multidimensional linear systems and particularly in the study of differ-
ential time-delay systems. Moreover, we gave constructive algorithms for two well-
known problems stated by Lin and Bose in the literature of multidimensional systems.
These problems are generalizations of Serre’s conjecture. We also showed that the
computation of (weakly) left-/right-coprime factorizations of rational transfer matrices
could constructively be solved by means of the Quillen-Suslin theorem. The need for
the computation of bases of freeD-modules recently appeared as an important issue in
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the study of the decomposition problems of multidimensional linear systems.Finally,
we have demonstrated the different algorithms by means of the recent implementation
of the Quillen-Suslin theorem in the package QUILLEN SUSLIN. To our knowledge, this
is the first implementation of the Quillen-Suslin theorem in a computer algebra system
which is nowadays freely available and dedicated to applications of the Quillen-Suslin
theorem and, in particular, to mathematical systems theory and control theory.

New applications of the Quillen-Suslin theorem and of the package QUILLEN SUS-
LIN will be studied in the future (e.g., algebraic geometry, signal processing). More-
over, an interesting but difficult problem is to constructively recognize when a finitely
presentedD = A[x]-moduleM = D1×p/(D1×q R), whereR ∈ Dq×p and A is
a commutative ring, isextended, namely, when there existsS ∈ Aq′×p′

such that
M ∼= D⊗AP , whereP = A1×p′

/(A1×q′

S). See [53] for more details. It is well known
that the Quillen-Suslin theorem is a particular case of this problem whenM is a projec-
tive D-module ([23, 24, 52, 53]). If we can effectively solve this problem for particular
classes ofD-modules, then, for everyD-moduleF , we obtainkerF (R.) ∼= kerF (S.),
which shows that the integration of the systemkerF (R.) is algebraically equivalent
to the integration of the systemkerF (S.) which contains one functional operator less.
Such a result may simplify the explicit integration of these classes of functional sys-
tems. Finally, another interesting problem is the computation of a minimal set of
generators of a finitely presentedD = A[x]-moduleM = D1×p/(D1×q R), where
R ∈ Dq×p. The results recently obtained in [8, 9] were able to explicitly answer these
last two questions on particular examples coming from mathematical physics and con-
trol theory. However, the general case seems to be far from being solved.

Finally, more heuristic methods need to be developed and implemented in QUIL -
LENSUSLIN in order to avoid as much as we can the use of a general algorithm for
solving Problem 2. Different QS-algorithms need also to be implemented in QUIL -
LENQUILLEN and particularly the one recently developed in [27, 58].

9 Appendix: The packageQUILLEN SUSLIN

9.1 Description ofQUILLEN SUSLIN: a package for computing bases
of free modules over commutative polynomial rings

The package QuillenSuslin is an implementation of a constructive version ofthe Quil-
len-Suslin theorem. The main idea of the algorithm was inspired by the article of Logar
and Sturmfels [26]. Nevertheless, many important changes were introduced. We have
roughly described the implemented algorithm in section 3.4.

The general algorithm proceeds by induction on the numbern of the independent
variablesxi in the polynomial ringD = k[x1, . . . , xn] and each inductive step, that
reduces the problem by one independent variable, consists of the following three main
parts:

1. Finding a normalized component in a polynomial vector by means of a change of
coordinates (NormalizationStep).
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2. Computing a finite number of local solutions (local loop) using Horrocks’ theo-
rem (Horrocks).

3. Patching local solutions of Problem 2 together to get a global one (Patch).

This general method is generally quite involved. The package consists ofprocedures
completing a unimodular polynomial row which admits a right-inverse to a square
invertible matrix over a given commutative polynomial ring with coefficientsin Q or
Z. The implementation was improved by many heuristic methods which are used as
soon as it is possible. It allows us to avoid the inductive step and leads to simpler
outputs (smaller coefficients and lower degrees).

QUILLEN SUSLIN uses the library INVOLUTIVE ([3]) for computing Janet bases
over commutative polynomial rings.

> with(Involutive):

> with(QuillenSuslin);

[BasisOfCokernelModule, Cofactors, CompleteMatrix , DenomOf , Heuristic,

Horrocks, InjectiveParametrization, InvertibleIn, IsInS , IsMonic,

IsParkNormalized , IsRegular , IsUnimod , LC , LCFactorization, LM ,

Laurent2Pol , LaurentNormalization, LinBose1 , LinBose2 , LowestDegree,

MaxMinors, MaximalFF , MaximalQQ , MaximalZZ , NormalizationStep,

OneLocalSol , OneStepEY , OneStepQS , ParkAlgorithm,

ParkMatrixNormalization, Patch, QSAlgorithm, ReduceBasisDegree,

ReduceDeg , RightInverse, RightInverseFast , SHeuristic, SetLastVariableA,

SuslinLemma, WLCFactorization, WRCFactorization]

9.1.1 The main functions of the packageQUILLEN SUSLIN

QSAlgorithm Compute a unimodular matrixU which trans-
forms a row vector admitting a right-inverse
into a matrix of the form(I 0)

CompleteMatrix Complete a matrix admitting a right-inverse
to a unimodular matrix

HEURISTIC Test whether or not a heuristic method can be
applied for the given row vector

BasisOfCokernelModule Compute a basis of a free module finitely pre-
sented by the given matrix
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9.1.2 Important functions of the packageQUILLEN SUSLIN

Horrock s Implementation of Horrock’s theorem
which computes a solution of Problem 1
over a given local ring

IsMonic Test whether or not a polynomial row vec-
tor has a monic component

IsRegular Test whether or not a polynomial row vec-
tor forms a regular sequence

IsUnimod Test whether or not a matrix admits a
right-inverse

MaximalFF Find a maximal ideal over a given one in a
polynomial ring with coefficient in a finite
field

MaximalQQ Find a maximal ideal over a given one
in a polynomial ring with rational coeffi-
cients

MaximalZZ Find a maximal ideal over a given
one in a polynomial ring with integer co-
efficients

NormalizationStep Compute an invertible transformation and
a change of variables such that the last
component of the transformed row be-
comes monic in the last new variable

OneLocalSol Compute a matrix which is unimodular
over some localization of the polynomial
ring and transforms the given matrix to
(I 0)

OneStepEY
OneStepQS

One inductive step of the general algo-
rithm: return a unimodular matrix which
transforms the given matrix into a matrix
where the last variable equals 0

Patch Patching procedure: patch local solutions
together

SuslinLemma Implementation of Suslin’s lemma which
computes a polynomialh in the ideal gen-
erated by polynomialsp and q such that
deg(h) = deg(p) − 1 and its leading co-
efficient is a coefficient of the polynomial
q
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9.1.3 Low level functions of the packageQUILLEN SUSLIN

Cofactors Compute cofactors of a(p − 1) × p-matrix

DenomOf Compute the common denominator of entries of a ra-
tional matrix

LM Return the leading monomial of a polynomial with
respect to the given variable

LC Return the leading coefficient of a polynomial with
respect to the given variable

MaxMinors Return the maximal minors of a given matrix

ReduceDeg Reduce degrees of the components of a polynomial
row vector with respect to given variable

RightInverse ,
RightInverseFast

Compute a right-inverse of a row vector

ReduceBasisDegree Reduce degrees of the elements of basis of a free
module over a commutative polynomial ring

9.1.4 Functions ofQUILLEN SUSLIN for mathematical systems theory

InjectiveParametrization Compute an injective parametrization of a
flat multidimensional linear system

LCFactorization Compute a left-coprime factorization of a
rational transfer matrix when it exists

LinBose1 Compute a solution of Problem 3 when it
exists

LinBose2 Compute a solution of Problem 4 when it
exists

RCFactorization Compute a right-coprime factorization of a
rational transfer matrix when it exists

SetLastVariableA Compute a unimodular matrix which
transforms the given matrix into a matrix
where the last variable is set to a given con-
stantA

WLCFactorization Compute a weakly left-coprime factoriza-
tion of a rational transfer matrix when it
exists

WRCFactorization Compute a weakly right-coprime factor-
ization of a rational transfer matrix when
it exists
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9.1.5 Functions ofQUILLEN SUSLIN for Laurent polynomial rings

IsParkNormalized Test whether or not a Laurent polynomial is
normalized, i. e., whether or not all its coeffi-
cients are Laurent monomials

Laurent2Pol Compute a transformation which maps a row
vector over a Laurent polynomial ring into a
row vector over a polynomial ring

LaurentNormalization Return a change of variables which normal-
izes a Laurent polynomial

LowestDegree Return the lowest degree of a Laurent poly-
nomial with respect to the given variable

ParkAlgorithm Return a unimodular matrix over the Laurent
polynomial ring which transforms the given
matrix into a matrix of the form(I 0)

9.1.6 Functions ofQUILLEN SUSLIN for localizations

InvertibleIn Find an element in the intersection of an ideal and a
multiplicative closed subset of the polynomial ring

IsInS Test whether or not a polynomial belongs to a given
multiplicative subset of the polynomial ring

SHeuristic Test whether or not a heuristic method can be used over
a localization of the polynomial ring

To our knowledge, the QUILLEN SUSLIN package is the only package dedicated to
the implementation of the Quillen-Suslin theorem (see [11] for a partial one)and its
applications to mathematical physics, control theory and signal processing. An ORE-
MODULES version of QUILLEN SUSLIN will soon be available on the OREMODULES

web site [4] which will extend [11]. Applications of the Quillen-Suslin theoremto
algebraic geometry will be studied in the future.

9.2 Examples

9.2.1 Example taken from [19]

We consider the row vectorR over the polynomial ringD = Z[x] given in [19].
In the QUILLEN SUSLIN package, all the computations are performed for a commu-

tative polynomial ring with rational coefficients if the last parameter is set totrue and
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with integer coefficients if the last parameter is set tofalse.
We first declare the independent variablesx of the polynomial ring by setting

> var:=[x];

var := [x]

and then the row vectorR:

> R:=[13, xˆ2-1, 2*x-5];

R := [13, x2 − 1, 2x − 5]

Let us check whether or notR admits a right-inverse over the ringD.

> RightInverse(R, var, false);

[55 − 36x + 6x2, −6, 144 − 36x]

Applying theQSAlgorithm procedure to the row vectorR, we then obtain

> U:=QSAlgorithm(R, var, false);

U := [55 − 36x + 6x2 , 6481 − 8532x + 4175x2 − 900x3 + 72x4 ,

−(55 − 36x + 6x2) (2x − 5)][−6 , −707 + 468x − 72x2 , −30 + 12x]

[144 − 36x , −72 (x − 4) (59 − 39x + 6x2) , 721 − 468x + 72x2]

The matrixU is unimodular overD andR U = (1 0 0) as we have

> Determinant(U);
1

> simplify(Matrix(R).U);
[

1 0 0
]

We note that theQSAlgorithm procedure uses a heuristic method as the first two
components of the right-inverse ofR generate the ringD. Hence, the general algorithm
can be avoided in this example:

> Heuristic(R, var, false);

[55 − 36x + 6x2 , 6481 − 8532x + 4175x2 − 900x3 + 72x4 ,

−(55 − 36x + 6x2) (2x − 5)]

[−6 , −707 + 468x − 72x2 , −30 + 12x]

[144 − 36x , −72 (x − 4) (59 − 39x + 6x2) , 721 − 468x + 72x2]

We can check thatR is the first row of the inverseU−1 of U :

> U_inv:=CompleteMatrix(R,var, false);

U inv :=




13 x2 − 1 2x − 5

6 55 − 36x + 6x2 0

−144 + 36x 1188x − 360x2 + 36x3 − 1296 1



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The residue classes of the last two rows of the matrixU−1 define a basis of theD-
moduleM = D1×3/(D R).

> BasisOfCokernelModule(R, var, false);
[

6 55 − 36x + 6x2 0

−144 + 36x 1188x − 360x2 + 36x3 − 1296 1

]

We can reduce the degree of the components of the rows defining the basis:

> BasisOfCokernelModule(R, var, false, reduced);
[

0 24 − 6x 1

72 83 −24 + 12x

]

The injective parametrization of the system defined byR is then defined by

> InjectiveParametrization(Matrix(R), var, false);



6481 − 8532x + 4175x2 − 900x3 + 72x4 −(55 − 36x + 6x2) (2x − 5)

−707 + 468x − 72x2 −30 + 12x

−72 (x − 4) (59 − 39x + 6x2) 721 − 468x + 72x2




9.2.2 Example taken from [22]

We consider the vector vectorR with entries in the ringD = Q[x, y] defined by

> var:=[x,y];

var := [x, y]

> R := [xˆ2*y+1, x+y-2, 2*x*y];

R := [x2 y + 1, x + y − 2, 2x y]

We can check that ideal generated by the entries ofR generatesD as we have

> IsUnimod(R, var);
true

Therefore, the row vectorR admits a right-inverse overD and then defines a projective
D-moduleM = D1×2/(D R), i. e., free by the Quillen-Suslin theorem.

As the first and the last components ofR generate the ringD, we know that we can
use a heuristic method for computing a basis of theD-moduleM . This last result can
be checked as follows once we note that we are working over the fieldQ and then need
to set the last parameter totrue in the procedures:

> U:=Heuristic(R, var, true);

U :=




1 2 − y − x −2x y

0 1 0

−
x

2

x (x + y − 2)

2
x2 y + 1



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We can check that the entries of the inverseUinv of the matrixU belong toD, i. e.,
U ∈ GL3(D), and its first row isR:

> U_inv:=CompleteMatrix(R, var, true);

U inv :=




x2 y + 1 x + y − 2 2x y

0 1 0
x

2
0 1




The residue classes of the last two rows ofUinv in M form a basis ofM . This result
can directly be obtained as follows:

> BasisOfCokernelModule(Matrix(R), var, true);
[

0 1 0
x

2
0 1

]

The injective parametrization of the system defined byR is given by the last two
columns ofU , a fact that can directly be obtained by

> InjectiveParametrization(Matrix(R), var, true);



2 − y − x −2x y

1 0
x (x + y − 2)

2
x2 y + 1




9.2.3 Example given by A. van den Essen

The following example was given to us by A. van den Essen (Radboud University
Nijmegen). We are grateful to him for letting us using it for illustrating the package
QUILLEN SUSLIN. We consider the polynomial ringD = Q[t, x, y, z]

> var:=[t,x,y,z];

var := [t, x, y, z]

and we consider the row vectorR defined by

> R:=[2*t*x*z+t*yˆ2+1, 2*t*x*y+tˆ2, t*xˆ2];

R := [2 t x z + t y2 + 1, 2 t x y + t2, t x2]

We check that the ideal ofD generated by the entries ofR defines the whole ringD:

> IsUnimod(R, var, true);
true

Hence, the row vectorR admits a right-inverse overD, and thus, the finitely presented
D-moduleM = D1×3/(D R) is projective, i. e., free by the Quillen-Suslin theorem.
Let us solve Problem 2 and compute a basis of theD-moduleM . In order to do
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that, we can first check that none of the heuristic methods described in section 3.3 and
implemented in QUILLEN SUSLIN can be used to solve the problem:

> infolevel[QSAlgorithm]:=3;

infolevelQSAlgorithm := 3

> U:=QSAlgorithm(R,var, true);

QuillenSuslin/RowQS: RowQS [2*t*x*z+t*yˆ2+1, 2*t*x*y+t ˆ2,
t*xˆ2], [t, x, y, z]

QuillenSuslin/RowQS: Compute RightInverse

A right-inverse of the row vectorR is defined by

QuillenSuslin/RowQS: RightInverse
[2*tˆ2*yˆ2*x*z-2*t*x*z+tˆ2*yˆ4-t*yˆ2+1,
8*xˆ3*zˆ2*yˆ3+8*xˆ2*z*yˆ5-4*xˆ2*zˆ2*t*yˆ2-4*t*yˆ4*x *z+4*xˆ2*zˆ2
+2*yˆ7*x-t*yˆ6+2*yˆ2*x*z, -16*yˆ4*xˆ2*zˆ2-16*yˆ6*x*z -8*y*x*zˆ2
-4*yˆ8-4*yˆ3*z]

QuillenSuslin/RowQS: RowQS Test heuristic methods. For mo re
information set infolevel[Heuristic]:=3

QuillenSuslin/RowQS: Not easy - no heuristic methods work

We obtain that none of the heuristic methods implemented in QUILLEN SUSLIN can be
applied toR. Hence, we need to use the general algorithm presented in section 3.4.
The first step of this algorithm is to compute a transformation which mapsR to a row
vector with a monic component in the last variablez. We obtain that the permutation
of variablest 7→ z, x 7→ t, y 7→ x, z 7→ y normalizesR:

normalization over QQ

QuillenSuslin/RowQS: The row after normalization
[2*z_*t_*y_+z_*x_ˆ2+1, 2*z_*t_*x_+z_ˆ2, z_*t_ˆ2]

Let us call the new row vectorR. We can now test whether or not any of heuristic
methods can be applied toR:

QuillenSuslin/RowQS: Test heuristic methods for the
normalized row [2*z_*t_*y_+z_*x_ˆ2+1, 2*z_*t_*x_+z_ˆ2, z_*t_ˆ2]

QuillenSuslin/RowQS: No heuristic methods work for the
normalized row

No heuristic method can be applied toR. We can then check if it is possible to reduce
the degree of the components ofR using its monic componentz2 + 2 z t x:

QuillenSuslin/RowQS: No reduction - the rows is already
reduced [2*z_*t_*y_+z_*x_ˆ2+1, 2*z_*t_*x_+z_ˆ2, z_*t_ˆ 2]

No simplification can be done. Now, we enter the general algorithm:

QuillenSuslin/RowQS: OneStep - Enter the inductive proced ure
and reduce one variable:
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QuillenSuslin/RowQS: OneStep - Compute local solutions an d
patch them together!

QuillenSuslin/RowQS: OneStep - For more information set
infolevel[OneStepMore]:=3

After one inductive step, we obtain a matrixU ∈ GL3(D) such thatR(t, x, y, z)U =
R(t, x, y, 0) = (1 0 0), which directly solves Problem 2:

QuillenSuslin/RowQS: After one step: [1, 0, 0]

QuillenSuslin/RowQS: Now repeat the computation for fm
[1, 0, 0]

QuillenSuslin/RowQS: RowQS [1, 0, 0], [t_, x_, y_]

QuillenSuslin/RowQS: Compute RightInverse

QuillenSuslin/RowQS: RightInverse [1, 0, 0]

QuillenSuslin/RowQS: RowQS Test heuristic methods. For mo re
information set infolevel[Heuristic]:=3

Hence, we obtain that the solution of Problem 2 is given by matrixU defined by

U :=
[1 − t y2 + 4x2 z2 t2 − 2 t x z + t2 y4 + 4 t2 y2 x z + 2 y7 x t2 + 8x3 z2 y3 t2

+ 8x2 z y5 t2,

4 y6 t2 x2 + 8x3 z t2 y4 − 2 t x y − t2 + 4 y z x2 t2 ,

2 z t2 x3 + t2 y2 x2 − t x2 + 4 t2 x4 z y3 + 2 y5 t2 x3]

[−8 z3 t x3 − t y6 − 6 t y4 x z − 12x2 z2 t y2 − 16 z3 x4 t y3 − 24 y5 z2 x3 t

− 12 y7 x2 z t − 2 t y9 x,

1 + t y2 − 4 t y8 x2 − 16 t x4 z2 y4 − 16 t x3 z y6 + 2 t x z − 4 t y3 z x2 − 8x3 z2 y t ,

−4 z2 x4 t − 2 y7 x3 t − 8 z2 x5 t y3 − 8 z x4 y5 t − 4 t y2 z x3 − y4 x2 t]

[32 t x3 z3 y4 + 48 t z2 x2 y6 + 16x2 z3 t y + 24 t y8 z x + 16 t y3 z2 x + 4 y5 z t

+ 4 t y10,

−4 t y6 + 16x2 z2 t y2 + 32 y5 z2 x3 t + 32 y7 x2 z t − 4 t y z + 8 t y9 x ,

1 + 4 t y8 x2 + 16 t x4 z2 y4 + 16 t x3 z y6 + 4 t y3 z x2 + 8x3 z2 y t]

> infolevel[QSAlgorithm]:=0;

infolevelQSAlgorithm := 0

We can show that the matrixU is a unimodular matrix satisfyingR U = (1 0 0):

> LinearAlgebra[Determinant](U);

1

> simplify(Matrix(R).U);
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[
1 0 0

]

Hence, the first row of the inverse ofU is the rowR, a fact which can directly be
checked using the commandCompleteMatrix :

> B:=LinearAlgebra[MatrixInverse](U);

B :=
[2 t x z + t y2 + 1 , 2 t x y + t2 , t x2]

[6 t y4 x z + t y6 + 2 t y9 x + 24 y5 z2 x3 t + 12 y7 x2 z t + 16 z3 x4 t y3 + 12x2 z2 t y2

+ 8 z3 t x3,

1 + 16 t x4 z2 y4 + 16 t x3 z y6 + 8x3 z2 y t + 4 t y3 z x2 + 4 t2 y2 x z + t2 y4 − 2 t x z

+ 4 t y8 x2 + 4x2 z2 t2 + 2 y7 x t2 + 8x3 z2 y3 t2 + 8x2 z y5 t2 − t y2,

8 z2 x5 t y3 + 4 t y2 z x3 + 4 z2 x4 t + 2 y7 x3 t + 8 z x4 y5 t + y4 x2 t]

[−4 t y10 − 16x2 z3 t y − 32 t x3 z3 y4 − 48 t z2 x2 y6 − 24 t y8 z x − 16 t y3 z2 x

− 4 y5 z t,

−16 t2 y4 z2 x2 − 16 y6 z t2 x + 4 t y6 − 4 y3 z t2 − 8 y x z2 t2 + 4 t y z

− 8 t y9 x − 4 t2 y8 − 32 y5 z2 x3 t − 32 y7 x2 z t − 16x2 z2 t y2,

1 − 16 t x4 z2 y4 − 16 t x3 z y6 − 8x3 z2 y t − 4 t y3 z x2 − 4 t y8 x2]

The residue classes of the last two rows of the matrixB in M form a basis of the
D-moduleM .

> BasisOfCokernelModule(Matrix(R), var, true);

normalization over QQ

[6 t y4 x z + t y6 + 2 t y9 x + 24 y5 z2 x3 t + 12 y7 x2 z t + 16 z3 x4 t y3 + 12x2 z2 t y2

+ 8 z3 t x3, 1 + 16 t x4 z2 y4 + 16 t x3 z y6 + 8x3 z2 y t + 4 t y3 z x2 + 4 t2 y2 x z

+ t2 y4 − 2 t x z + 4 t y8 x2 + 4x2 z2 t2 + 2 y7 x t2 + 8x3 z2 y3 t2 + 8x2 z y5 t2 − t y2,

8 z2 x5 t y3 + 4 t y2 z x3 + 4 z2 x4 t + 2 y7 x3 t + 8 z x4 y5 t + y4 x2 t]

[−4 t y10 − 16x2 z3 t y − 32 t x3 z3 y4 − 48 t z2 x2 y6 − 24 t y8 z x − 16 t y3 z2 x

− 4 y5 z t,−16 t2 y4 z2 x2 − 16 y6 z t2 x + 4 t y6 − 4 y3 z t2 − 8 y x z2 t2 + 4 t y z

− 8 t y9 x − 4 t2 y8 − 32 y5 z2 x3 t − 32 y7 x2 z t − 16x2 z2 t y2,

1 − 16 t x4 z2 y4 − 16 t x3 z y6 − 8x3 z2 y t − 4 t y3 z x2 − 4 t y8 x2]

We can try to reduce the degree of the basis elements using the optionreduce:

> BasisOfCokernelModule(Matrix(R), var,true, reduce);

normalization over QQ

[−8x3 z2 y3 − 8x2 z y5 − 2 y7 x − y4 − 4 y2 x z − 4x2 z2 ,

−2 t y5 x − 4 t y3 z x2 − t y2 − 2 t x z + 1 , 0]

[16 y4 x2 z2 + 16 y6 x z + 4 y8 + 4 y3 z + 8 y x z2 , 4 t y6 + 8 t y4 x z + 4 t y z , 1]
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We refer the reader to [14] for an explicit description of the corresponding local com-
putations. See also [14] for more examples and, particularly, examplesover the Laurent
polynomial ringQ[x1, x

−1
1 , . . . , xn, x−1

n ] using Park’s transformation ([34, 37]).

9.3 Equivalences of flat multidimensional linear systems

Examples 4.5, 4.7 and 4.9

We consider the differential time-delay linear system defined by (4.1) ([30]). The ma-
trix R associated with (4.1) is defined by

> R:=Matrix([[d-delta+2, 2,-2*delta],
> [d,d,-d*delta-1]]);

R :=

[
d − δ + 2 2 −2 δ

d d −d δ − 1

]

whered denotes the time-derivative operator andδ the time-delay operator. Hence,
we need to consider the commutative polynomial ringD = Q[d, δ] and theD-module
defined byM = D1×3/(D1×2 R).

> var:=[d, delta];

var := [d, δ]

Let us check whether or not the matrixR admits a right-inverse overD:

> IsUnimod(R, var);
true

As the matrixR admits a right-inverse overD, we then obtain that theD-moduleM is
projective, i. e., free by the Quillen-Suslin theorem. Let us solve Problem 1:

> U:=QSAlgorithm(R, var);

U :=




0 0 −2
d δ

2
+

1

2
−δ d2 δ + d − d δ2 − δ + 2

d

2
−1 d2 − d δ




We can check thatU gives a solution of Problem 1 as we haveR U = (I2 0):

> simplify(R.U);
[

1 0 0

0 1 0

]

andU is a unimodular matrix overD, i. e.,U ∈ GL3(D):

> LinearAlgebra[MatrixInverse](U);
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


d − δ + 2 2 −2 δ

d d −d δ − 1

−1/2 0 0




The residue class of the last row of the matrixU−1 in M defines a basis ofM . More-
over, the system defined byR admits the following injective parametrization

> Q:=InjectiveParametrization(R, var, true);

Q :=




−2

d2 δ + d − d δ2 − δ + 2

d2 − d δ




i. e., for anyD-moduleF (e. g..,C∞(R)), everyF-solutionη of the systemkerF (R.)
has the formη = Qξ for a certainξ ∈ F . As the systemkerF (R.) is flat, by Corol-
lary 4.8, we know thatkerF (R(d, δ).) is algebraically equivalent to the controllable
ordinary differential system without time-delay, i. e., tokerF (R(d, 1).). We can com-
pute an invertible transformation which maps elements ofkerF (R(d, 1).) to elements
of kerF (R(d, δ).):

> U[1]:=SetLastVariableA(R, var, 1, true);

U1 :=




1 0 0
1

2
d δ2 −

1

2
d δ +

1

2
δ −

1

2
1 δ − 1

d (δ − 1)

2
0 1




We can check thatR(d, δ)U1 = R(d, 1):

> R[1]:=simplify(R.U[1]);

R1 :=

[
d + 1 2 −2

d d −1 − d

]

Then, the inverse transformation, i. e., the transformation sending elements of
kerF (R(d, δ).) to elements ofkerF (R(d, 1).), is defined by the matrixU−1

1 :

> LinearAlgebra[MatrixInverse](U[1]);



1 0 0

−
1

2
d δ −

1

2
δ +

1

2
+

1

2
d 1 −δ + 1

−
d (δ − 1)

2
0 1




As theE = Q[d]-moduleN = E1×3/(E1×2 R1) is also free, we can findU2 ∈ GL3(E)
such thatR1 U2 = (I2 0). For instance, we get
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> U[2]:=QSAlgorithm(R[1], var);

U2 :=




0 0 −2
1

2
+

d

2
−1 d2 + 1

d

2
−1 d2 − d




As the ordinary differential linear system without delaykerF (R(d, 1).) is flat, it also
admits an injective parametrization which can be computed by

> Q1:=InjectiveParametrization(R1,var, true);

Q1 :=




−2

d2 + 1

d2 − d




Similarly, we can prove that the systemkerF (R(d, δ).) is algebraically equivalent to
the systemkerF (R(d, 0).) by means of the following invertible transformation:

> V[1]:=SetLastVariableA(R, var, 0, true);

V1 :=




1 0 0
1

2
d δ2 +

1

2
δ 1 δ

d δ

2
0 1




Then, the inverse transformation, i. e., the transformation sending elements of
kerF (R(d, δ).) to elements ofkerF (R(d, 0).), is defined by the matrixV −1

1 :

> LinearAlgebra[MatrixInverse](V[1]);



1 0 0

−
δ

2
1 −δ

−
d δ

2
0 1




As theE = Q[d]-moduleP = E1×3/(E1×2 R0) is also free, we can findV2 ∈ GL3(E)
such thatR0 V2 = (I2 0). In particular, we have

> V[2]:=QSAlgorithm(R[0], var);

V2 :=




0 0 −2
1

2
0 d + 2

d

2
−1 d2




See [14] for more examples.
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9.4 Pommaret’s theorem of the Lin-Bose conjecture

Examples 5.3, 5.5 and 5.6

Let us consider the differential time-delay model of a flexible rod with a force applied
on one end defined in Example 5.3 ([30]). The system matrixR with entries in the
commutative polynomial ringD = Q[d, δ], whered denotes the time-derivative opera-
tor andδ the time-delay operator, is defined by

> var:=[d, delta];

var := [d, δ]

> R:=Matrix([[d,-d*delta,-1],
> [2*delta*d,-d*deltaˆ2-d,0]]);

R :=

[
d −d δ −1

2 d δ −d δ2 − d 0

]

Let us check whether or not theD-moduleM = D1×3/(D1×2 R) is projective, i. e.,
free by the Quillen-Suslin theorem:

> IsUnimod(R, var);

false

We obtain thatR does not admit a right-inverse overD and theD-moduleM is not
free. In particular, there does not exist a matrixU ∈ GL3(D) such thatR U = (I2 0)
or, equivalently,R cannot be completed to a unimodular matrix overD. Let us compute
the set of all maximal minors ofR:

> m:=MaxMinors(R);

m := [d2 δ2 − d2, 2 d δ, −d δ2 − d]

The idealI of D defined by the maximal minors is generated by

> Involutive[InvolutiveBasis](m, var);

[d]

i. e., I = (d), and thus,d is a greatest common divisor of the maximal minors ofR.
In particular, using Figure 2.1, we obtain that the torsionD-submodulet(M) of M
is not reduced to 0. A solution of Problem 3 can directly be obtained by callingthe
QUILLEN SUSLIN procedureLinBose1 as follows:

> F:=LinBose1(R, var);

F := [

[
−1 0

0 −d

]
,

[
−d d δ 1

−2 δ δ2 + 1 0

]
]

The second matrix of the previous output corresponds to the matrixR′ solving Prob-
lem 3, whereas the first one corresponds to the matrixR′′ satisfyingR = R′′ R′ and
det R′′ = d, whered denotes the greatest common divisor of the maximal minors ofR.
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> simplify(F[1].F[2]);
[

d −d δ −1

2 d δ −d δ2 − d 0

]

> LinearAlgebra[Determinant](F[1]);

d

> IsUnimod(F[2], var);
true

Let us now solve Problem 4. We can obtain a solution of Problem 4 by using the
procedureLinBose2 :

> C:=LinBose2(R, var);

C :=




d −d δ −1

2 d δ −d δ2 − d 0

−1
δ

2
0




The determinant of the matrixC equals to

> LinearAlgebra[Determinant](C);

d

which solves the problem. See [14] for more examples.

9.5 (Weakly) coprime factorizations of rational transfer matrices

Let us consider the commutative polynomial ringD = Q[z1, z2, z3]:

> var:=[z[1],z[2],z[3]];

var := [z1 , z2 , z3 ]

We consider the rational transfer matrix defined in Example 6.6, namely

> P:=Matrix(<(z[1]ˆ2*z[2]ˆ2+1)/(z[1]*z[2]ˆ2*z[3]),
> (z[1]ˆ2*z[3]+1)/(z[1]*z[2]ˆ2*z[3]) >);

P :=




z1
2 z2

2 + 1

z1 z2 2 z3

z1
2 z3 + 1

z1 z2 2 z3




Cleaning the denominators ofP , we obtain the fractional representationP = D−1
P NP

of P , where the matricesDP ∈ D2×2 andNP ∈ D2×1 are defined by

> D_P:=LinearAlgebra[ScalarMatrix](DenomOf(P),2,2);
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D P :=

[
z1 z2

2 z3 0

0 z1 z2
2 z3

]

> N_P:=simplify(D_P.P);

N P :=

[
z1

2 z2
2 + 1

z1
2 z3 + 1

]

Let us define the matrixQ = (DP − NP ) ∈ D2×3, namely

> Q:=Matrix([D_P, -N_P]);

Q :=

[
z1 z2

2 z3 0 −z1
2 z2

2 − 1

0 z1 z2
2 z3 −z1

2 z3 − 1

]

The set of the maximal minors ofQ is defined by

> m1:=MaxMinors(Q);

m1 := [z1
2 z2

4 z3
2, z1 z2

2 z3 (−z1
2 z3 − 1), −(−z1

2 z2
2 − 1) z1 z2

2 z3 ]

The greatest common divisor of the maximal minors ofQ is

> d:= {gcd(m1[1],m1[2]),gcd(m1[1],m1[3]),
> gcd(m1[2],m1[3]) };

d := {z1 z2
2 z3}

Hence,P = D−1
P NP is not a weakly left-coprime factorization ofP . Let us check

whether or not the rational transfer matrixP admits a weakly left-coprime factorization
and, if so, compute one:

> WLCF:=WLCFactorization(P,var);

WLCF := [

[
−z1

2 z3 − 1 z1
2 z2

2 + z1
4 z3 z2

2 + 1

−z1 z2
2 z3 z1

3 z2
4 z3

]
,

[
z1

5 z3 + z1
3

z1
4 z3 z2

2 − 1

]
]

We obtain thatP admits the weakly left-coprime factorization defined by

P = (D′
P )−1 N ′

P ,

whereD′
P ∈ D2×2 is the first matrix given in the previous output andN ′

P ∈ D2×1 is
the second one. In particular, we can check that(D′

P )−1 N ′
P is equal toP :

> LinearAlgebra[MatrixInverse](WLCF[1]).WLCF[2]);



z1
2 z2

2 + 1

z1 z2 2 z3

z1
2 z3 + 1

z1 z2 2 z3




Moreover, if we define the matrixR = (D′
P − N ′

P ) ∈ D2×3, namely
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> R:=Matrix([WLCF[1],-WLCF[2]]);

R :=

[
−z1

2 z3 − 1 z1
2 z2

2 + z1
4 z3 z2

2 + 1 −z1
5 z3 − z1

3

−z1 z2
2 z3 z1

3 z2
4 z3 −z1

4 z3 z2
2 + 1

]

then, the set of the maximal minors ofR is defined by

> m2:=MaxMinors(R);

m2 := [z1 z2
2 z3 , −z1

2 z3 − 1, z1
2 z2

2 + 1]

and the greatest common divisor of the maximal minors ofR is then equal to 1 as

> {gcd(m2[1],m2[2]),gcd(m2[1],m2[3]),
> gcd(m2[2],m2[3]) };

{1}

and thus,P = (D′
P )−1 N ′

P is a weakly left-coprime factorization ofP . Let us check
whether or not the transfer matrixP admits a left-coprime factorization:

> LCF:=LCFactorization(P,var);

LCF := [

[
z1

2 z3 − 1 −z1
4 z3 z2

2 + z1
2 z2

2 + 1

−z1 z2
2 z3 z1

3 z2
4 z3

]
,

[
z1

3 (z1
2 z3 − 1)

−z1
4 z3 z2

2 − 1

]
]

P = (D′
P )−1 N ′

P is a left-coprime factorization ofP andR = (D′
P − N ′

P ) admits
the following right-inverse overD:

> Involutive[PolRightInverse](R,var);



z1
2 z2

2 z1
3

1 0

0 1




A weakly right-coprime factorization ofP can be obtained in a similar way. See [14]
for more details.
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[56] L. N. Vaseřstein and A. A. Suslin, Serre’s Problem on projective modules over polynomial
rings and algebraicK-theory,Math. USSR Izviestija10 (1976), no. 5, pp. 937–1001.

[57] M. Vidyasagar,Control System Synthesis. A Factorization Approach, MIT Press, 1985.

[58] I. Yengui, Suslin’s lemma for elimination, Proceedings of MEGA 2007, Stobl (Austria), June
25–29, 2007.

[59] D. C. Youla and P. F. Pickel, The Quillen-Suslin theorem and the structure ofn-dimensional
elementary polynomial matrices,Trans. Circuits and Systems31 (1984), pp. 513–517.

[60] M. Wang and D. Feng, On Lin-Bose problem,Linear Algebra Appl.390 (2004), pp. 279–285.

[61] M. Wang and C. P. Kwong, On multivariate polynomial matrix factorizations problems,Math.
Control Signals Systems17 (2005), pp. 297–311.

[62] J. Wood, Modules and behaviours innD systems theory,Multidimens. Syst. Signal Process.11
(2000), pp. 11–48.
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Gauthier-Villars, 1932.

Author information
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