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Abstract

The purpose of this article is to provide a simple proof of the hydrodynamic and hydrostatic
behavior of the SSEP in contact with slowed reservoirs which inject and remove particles in a
finite size windows at the extremities of the bulk. More precisely, the reservoirs inject/remove
particles at/from any point of a window of size K placed at each extremity of the bulk
and particles are injected/removed to the first open/occupied position in that window. The
hydrodynamic limit is given by the heat equation with non-linear Robin boundary conditions
or Neumann boundary conditions, the latter being in the case when the reservoirs are too
slow. The proof goes through the entropy method of Guo et al. (Commun Math Phys 118:31—
59, 1988). We also derive the hydrostatic limit for this model, whose proof is based on
the method developed in Landim and Tsunoda (Ann Henri Poincaré 54(1):51-74, 2018)
and Tsunoda (Hydrostatic limit for exclusion process with slow boundary revisited, RIMS
Kokyitiroku Bessatsu). We observe that we do not make use of correlation estimates in none
of our results.
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1 Introduction

One of the intriguing questions in Statistical Physics is related to the understanding of how
local microscopic perturbations of the dynamics of a particle system, carries through its
macroscopic description. In recent years, several articles have been dedicated to the under-
standing of adding a slow bond, a slow site or a slow boundary to the most classical interacting
particle system, namely, the exclusion process. For references on this topic, we refer the reader
to [1,13,14] and references therein, where the hydrodynamic limit for the symmetric simple
exclusion process (SSEP) with, respectively, a slow bond, a slow site and a slow bound-
ary was analyzed. Recently, the case of the non-simple symmetric exclusion process with
slow boundary has been analyzed in [2,3,15] and the asymmetric case in [19]. In the studied
cases mentioned above with a slow boundary, the macroscopic PDE, ends up with boundary
conditions of the type: Dirichlet, (linear) Robin, or Neumann.

In this article, motivated by deriving other types of boundary conditions, we consider the
SSEP in the discrete box {1, ..., N — 1} coupled with slow reservoirs, placed at x = 0 and
x = N, whose role is to inject and and remove particles in a window of a fixed size K > 1. A
particle may enter to the first free site and leave from the first occupied site in its respective
window (i.e., {1,...K},{N — K, ..., N — 1}). We control the action of the reservoirs by
fixing the rates of injection/removal as proportional to N . In this article, we address here
the characterization of the hydrodynamic and hydrostatic behavior for the slowed regime
0 > 1, and we will consider in the second part of this article [11] the case where 6 € (0, 1),
which requires a different set of tools. More precisely, we show that the spatial density of
particles is given by a weak solution of the heat equation with non-linear (resp. linear) Robin
boundary conditions, if 6 = 1 and K > 2 (resp. K = 1, in which we recover the results
of [1]), and Neumann boundary conditions, if § > 1 for any K > 1. For the case 6 = 1,
the irreversibility of the boundary dynamics reflects on a non-linear macroscopic boundary
evolution for K > 2 and a simplified version of this model was studied in [6]. The model
where particles may enter only through the right and leave only through the left with rates
% was first introduced by De Masi et al. in [6], and the reservoirs were termed “current
reservoirs”, since they do not fix the value of the density at the boundary, but its gradient. The
dynamics we consider here is a generalization of the dynamics of [6] since we allow injection
and removal from both reservoirs and moreover, the rate is slowed with respect to the bulk
dynamics. In [6], the dynamics was shown to have the Propagation of Chaos property, and
that result was obtained by providing sharp estimates on the L norm of v—functions. As a
consequence, the Fick’s Law was shown to hold and the hydrostatic limit was proved in [5]
and [7], respectively.

When K = 1, we are reduced to the SSEP with classical slowed reservoirs, where the
hydrodynamic and hydrostatic scenario were both investigated in [1] for& > O and for6 < 0,
the hydrodynamic behavior was studied in [15]. For & > 0, in [1], Baldasso et al. showed
the hydrodynamic limit by the application of the Entropy method, first presented in [16].
In their case, which corresponds here to the case when K = 1, they were able to use an
auxiliary measure which is product and given by a suitable profile and for that reason, the
entropy production at the boundaries is small enough to enable them to show a replacement
lemma at the boundaries. In the present paper, we apply a similar strategy for 6 > 1, but
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with an extra difficulty due to the explicit correlation terms at the boundaries, which makes
us use another replacement lemma. The strategy works for 6 > 1, since, in this regime, the
reservoirs’ action is sufficiently slow, and we are allowed to use an auxiliary measure of
product type which is close to the stationary state of the system. Unfortunately, that same
procedure is not possible for & < 1 since the comparison measure is quite far from being
of product type. Due to the boundary terms of the dynamics, we are not able to control the
errors coming from the comparison between Dirichlet form and the carré du champ operator
and, as a consequence, we cannot apply the entropy method, except in the case where the
boundary is quite slow, namely & > 1. For this reason, in the second part of this article [11],
we make use of duality estimates obtained in [9,10] for the case & = 0 to derive both the
hydrostatic and hydrodynamic limit in the case 68 € (0, 1).

As a consequence of the hydrodynamic limit we derive Fick’s Law. More precisely, we
consider two currents related to the system, the conservative and the non-conservative. The
former counts the net number of particles going through a bond, while the later counts the
number of particles injected minus the number of particles removed from the system through
a site. Then, we associate the corresponding fields and we show their convergence. This is
the content of Theorem 2.9 whose proof is given in Sect. 4.

Having the hydrodynamic limit proved, it is simple to obtain the hydrostatic limit, by
showing that the stationary correlations of the system vanish as the system size grows to
infinity. When K = 1 that is exactly the strategy pursued in [1]. In our case, when K > 2 we
do not have any information about the stationary correlations of the system and for that reason
we have to do it in a different way. Therefore, here the hydrostatic behavior is investigated
through the methods developed in [20] and [18]. In particular, we will follow essentially
[20], where the hydrostatic limit was shown for K = 1. The proof presented in [18] is robust
enough for the hydrostatic limit to follow directly from the hydrodynamic limit when 6 = 1,
thus we will focus on the case & > 1 and refer the interested reader to [18] and references
therein. Our main interest is when 8 > 1, where the macroscopic evolution is governed by
a Neumann Laplacian on [0, 1]. In contrast to the arguments in [1], where the hydrostatic
limit was shown through estimates on the density and correlation fields, the method in [20]
is based on the study of the system’s evolution at a subdiffusive time scale. This allows us to
show replacement lemmas that, under a different time scale, do not hold. In this sense, our
results regarding the hydrostatic limit also extend the ones obtained in [1] for & > 1 by the
application of a simpler method and when correlation estimates are not easy to obtain.

Regarding the results of the present paper, as already mentioned, the model expresses a
macroscopic phase transition from non-linear Robin to Neumann boundary conditions. In
particular, we derive the following hydrodynamic equation when 6 = 1

3 () = 0 (), (t,u) €10, T]x (0, 1),
0up1(0) = —Dq,y pr(0), 1 €(0,T],

1
dup:(1) = Dgspi (1), t€(0,T], M
p0,) = fo(),
where « = (aq,...,ax),8 = (B1,...,Bk),6 = (61,...,8k), ¥y = (¥1,...,yYK) are

parameters of the boundary dynamics and the operator D, , is defined for any vectors A =
(A1, ..., Ak), 0 = (01,...,0g)and f :[0,1] - Ras

K
(Dao )W) =Y (1= f@) [~ @) = o f)(1 = F) ).

x=1
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In the case & > 1, the non linear Robin boundary conditions are replaced with Neumann
boundary conditions

O or(u) = 35 pr(u),  (t,u) € [0, T1x (0, 1),
0upi (0) = 0y p: (1) =0, 1€ (0,T], @)
P, ) = fo().

We also prove uniqueness of the weak solution of (1) in the case where the parameters satisfy
suitable conditions (cf. (HO) below).

The proof of our results is simpler than the one of [6] and does not require any knowledge
on the decay of v-functions. Of course that the estimate on v-functions obtained in [6] can have
other purposes than just the hydrodynamic limit, as, for example, the density fluctuations of
the system, but in what concerns the hydrodynamics, our proof is simple and it relies on good
estimates between the Dirichlet form and the carré du champ operator and a few replacement
lemmas which allow to control boundary terms. Throughout the paper we will state the results
for K > 2, but in some cases present the proofs in detail for K = 2 only, since for K > 2
the techniques are exactly the same and the biggest change is in the notation. Nevertheless,
whenever required, we will state some appropriate remarks regarding the general case K > 2.
For By = yx = l and 6y = a, = Oforall x € {1, ---, K}, the uniqueness for the Cauchy
problem (1) was shown in [5]. For K = 2 with ap = y, and f» = 8, the proof reduces to
the case of linear Robin boundary conditions, whose uniqueness problem was studied in [1].

Since we treat in [11] the case 8 € (0, 1), the main issue left open is related to the
fluctuations around the hydrodynamic limit, for which we need to obtain very sharp estimates
on the space-time correlations of the system. Large deviations from the stationary state is also
another challenge to look at in the near future. Note that in order to get exact information
about the stationary state of the system, we cannot make use of the preliminary work on
the matrix product ansatz of Derrida [8], since it does not straightforwardly apply to this
dynamics in general, and encompasses the case K = 1 only.

The article is divided as follows. In Sect.2 we present the model, the notation, the weak
formulation for the solution of the Cauchy problem and the main results, namely, the hydro-
dynamic limit (Theorem 2.8), a law of large numbers for the current (Theorem 2.9), and
the hydrostatic limit (Theorem 2.10). In Sect.3 we show the hydrodynamic limit: we start
presenting an heuristic proof for finding the notion of weak solution of the PDEs, we identify
the main difficulties in the proof and we present the tools to solve them. Then we proceed
with the entropy method: in Proposition 3.2 we show tightness of the sequence of empirical
measures, which shows that there exists convergent subsequences. With the assumption on
the uniqueness of the solution of (1), we proceed with the characterization of limit points.
In particular, in Proposition 3.3 we show that the spatial density of particles converges to the
solution of (1). Section 4 is devoted to the proof of the law of large numbers for the current
fields associated to the system. Section 5 is devoted to the proof of the hydrostatic limit. In
the Robin case (§ = 1), we require the existence of a unique stationary solution, to which
the hydrodynamic solution converges. These two elements are obtained in Sects. 5.2 and 5.3,
respectively. In the Neumann case (9 > 1), however, any constant profile is stationary, so that
we need one further argument. We therefore show in Sect. 5.1 that the total mass of the system
evolves in the subdiffusive time scale N'*? and on this time scale it converges to a unique
constant which determines the stationary profile. In the appendix, we prove some technical
results required throughout the proofs, namely the replacement lemmas (Appendix 1), an
energy estimate (Appendix 1), and the uniqueness of the weak solution to (1) (Appendix 1).
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2 Model and Results
2.1 The Microscopic Model

Denote by N a scaling parameter, which will be taken to infinity later on. For N > 2 we call
bulk the discrete set of points Ay := {1, ..., N — 1}. The exclusion process in contact with
stochastic reservoirs is a Markov process, that we denote by {n; : t > 0}, whose state space
is Qy := {0, 1}*¥. The configurations of the state space Qy are denoted by 7, so that for
x € Ay, n(x) = 0 means that the site x is vacant while n(x) = 1 means that the site x is
occupied. For any fixed K € N*, we define IX := {1,..., K}, If ={N—-K,...,N—1}
We introduce the infinitesimal generator

Ly =LNno+ 37LNb 3

acting on functions f : Qy — R by

N-2
Ervonm =Y (O™~ f) and (EnpfH0) = Lo [0+ (En )
x=1
where
Ly Hn =" cEm(£a - ron) 4)
xelk

and forx € I\ {I,N — 1}
o ) =axn(@)---nlx = DA =n) +y (I =n()--- (I —nlx = 1)nk),
et =By =N+ 1D n(N = 1) 4+ 8y_nx)(1 —nx +1)--- (1 —n(N — 1))
S
andc; () = a1 (1 —=n(1) +yim(D) and ciy_; (n) = By—1(1 = n(N — 1)) +8y_1n(N — 1).
To simplify notation, we will identify By = By—_x, 8y = Sy—x. In the formulae above, we
shortened

@), z#x,y (@), 2% x
7@ =00, z=x ., f@=1 " "77 . (6)
1—-n(x), z=x
nx), z=y
and the «;, y;, Bi, 6i, fori =1, ..., K are fixed non-negative constants. The size K of the

boundary is considered to be a fixed constant as well. In other words, as illustrated in Fig.
1, we consider a stirring dynamics in the bulk, and at the two boundary sets IX, particles
get created (resp. removed) at the empty (resp. occupied) site closest to the boundary. The
role of the parameter 6 appearing in (3) is to slow down (6 > 0) or speed up (¢ < 0) the
boundary dynamics relatively to the bulk dynamics. In this article we restrict ourselves to the
case # > 1 and in a companion article [11], we look at the case 0 < § < 1. Throughout the
article, we therefore fix & > 1 and consider the Markov process (7;);>0 with infinitesimal
generator given by Ly .

2.2 Hydrodynamic Equation and Uniqueness

We now define the macroscopic limit of our model and its topological setup. We denote
by (-, -), the inner product in L2([0, 1) with respect to a measure p defined in [0, 1] and
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as

71
Fig.1 Left boundary dynamics

Il - l2(y) 1s the corresponding norm. When p is the Lebesgue measure we write (-, -) and
I - | .2 for the corresponding norm.

Fix once and for all a finite time horizon 7 > 0. We denote by C"™" ([0, T'] x [0, 1]) the
set of functions defined on [0, T'] x [0, 1] that are m times differentiable on the first variable
and n times differentiable on the second variable, with continuous derivatives. For a function
G := G(s,u) € C"™"([0, T] x [0, 1]) we denote by 9;G its derivative with respect to the
time variable s and by 9, G its derivative with respect to the space variable u.

Now we want to define the space where the solutions of the hydrodynamic equations
will live on, namely the Sobolev space ! on [0, 1]. For that purpose, we define the semi
inner-product (-, -)1 on the set C*°([0, 1]) by (G, H); = (3, G , 9, H) and the corresponding
semi-norm is denoted by || - ||1.

Definition 2.1 The Sobolev space H! on [0, 1] is the Hilbert space defined as the completion

of C*°([0, 1]) for the norm || - ”311 = ||2L2 +]|- II%. Its elements coincide a.e. with continuous

functions. The space L2(0, T; H") is the set of measurable functions f:00,T] —» H! such
T

that [y | f; ||%{lds < 0.

We can now give the definition of the weak solution of the hydrodynamic equation that
will be derived for the process described above when 6 > 1. Recall that the operator D, , is

defined for any vectors . = (A, ...,Ag),0 = (01,...,0g) and f : [0, 1] - R as
K
(Do )W) =Y fhe(l = f@) [~ @) = o f) (1 = F@)*). @)
x=1

Definition 2.2 Let fp : [0, 1] — [0, 1] be a measurable function. We say that p : [0, T'] x
[0, 1] — [0, 1] is a weak solution of the heat equation with Robin boundary conditions (this
will be obtained in the case 6 = 1)

3 pr(u) = 0 (), (t,u) €10, T]x (0, 1),
9up1(0) = —Dg,y0:(0), 1 €[0,T],

dupi(1) = Dpspi (1), t€[0,T],

p0, ) = fo(),

®
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if the following two conditions hold:

1. pe L*0,T;H"),

2. p satisfies the weak formulation:
t

F(p. Gty i= (9 G = (o, Go) = [ o (2 +2,) G s
0
t
+/0 {0,136, () = 92,6, @] ds ©)

t t
—/0 Gs(l)(Dﬁ,a,Os)(l)dS—/O G5(0)(Da,y ps)(0)ds =0,

forall ¢ € [0, T1, any function G € C"2([0, T] x [0, 1]).

We say that p : [0, T] x [0, 1] — [0, 1] is a weak solution of the heat equation with
Neumann boundary conditions (this will be obtained in the case 8 > 1)

dp () =082 pr(u), (t,u) €[0,T]x (0, 1),
0upr(0) = dupr (1) =0, 1€]0,T], (10)
P, ) = fo(-),

if conditions 1. and 2. above hold, with (9) replaced by

t

F(p.G.1) == {pr. G1) — {fo. Go) —fo (o5, (22
t
+as)Gsds>+f [ps(l)auGs(l)—ps(0>auGs(0>]ds=0. (11)
0

Remark 2.3 Observe that since p € L2(0, T; H'), above in (9) the quantities py (0) and p; (1)
are well defined for almost every time s.

Throughout the present article we make the following assumption in the case ¢ = 1 (Robin
boundary conditions),

The (finite) sequences «, y, B and § are non-increasing, (HO)

which ensures uniqueness of the weak solutions of equation (8):

Lemma 2.4 [Uniqueness of weak solutions] Consider the notion of weak solution introduced
in Definition 2.2, and fix a measurable initial profile fy : [0, 1] — [0, 1]. Assuming (HO),
the weak solution of (8) is unique. Moreover, the weak solution of (10) is unique.

The proof of the first statement is postponed to Appendix 1. The Neumann case is classical
and for that reason it is omitted, but the proof can be found in [13]. For the sake of concision,
we do not recall for each of our main results that assumption (HO) is made, however since
it guarantees uniqueness of weak solutions, this assumption is made throughout the article
whenever 6 = 1.

Remark 2.5 For f = y = j and § = o = 0 we recover the boundary conditions of [6].
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1440 C. Erignoux et al.

Remark 2.6 For K = 2, (8) rewrites as

o) = 0% py(u), (t,u) €[0,T]x (0, 1),
dupi(1) = B = (B1 + 80)pr (1) + (82 = B2) (o7 (1) = pi (1)), 1 €0, T],
31 (0) = p (0) (1 + y1) — a1 — (y2 — @) (p(0) — p:(0)), 1 €[0,T],
p0,) = fo),
and for ap = y» and By = §, we recover the linear Robin boundary conditions as in [1] and
whenary =y =fr =86 =0and g1 =1 -6 = fand o1 = 1 — a1 = o we deal with
exactly the same model of [1] and we recover their result. Further note that the weak solution

of (12) when ap = y» and By = §, (corresponding to linear Robin boundary conditions) is
shown in [1] to be unique.

12)

2.3 Hydrodynamic Limit

In this section we state the hydrodynamic limit of the process {n;y2}:>0. Note the scaling
factor N2 whose purpose is to accelerate the process to a diffusive time scale. Let M7 be the
space of positive measures on [0, 1] with total mass bounded by 1 equipped with the weak
topology. For any configuration € Qx we define the empirical measure 7% (37, -) € M™T
on [0, 1] as )

N
,du) =
w0, du) =

> sy (du), (13)

xeAN

where §, is a Dirac mass on a € [0, 1]. Given the trajectory {n,y2};>0 of the accelerated
process, we further introduce ntN (du) := 7N (1,2, du) the empirical measure at the macro-
scopic time ¢. Below, and in what follows, we use the notation (ntN , G) to denote the integral
of G w.r.t. the measure 7/¥. This notation should not be confused with the inner product in
L*([0, 1]). Fix T > 0and # > 0. We denote by P, the probability measure in the Skorohod
space D([0, T'], Q) induced by the Markov process {n,y2},>0 and the initial probability
measure py and E,,, denotes the expectation w.r.t. Py, .

Definition 2.7 We say that a sequence of probability measures {4y }y>1 on Qy is associated
with a profile pg : [0, 1] — [0, 1] if for any continuous function G : [0, 1] — R and every
§>0

lim ,uN(neQN:|(nN,G)—(G,po)| >5):0. (14)
N—o00

Our first result is the hydrodynamic limit for the process introduced above and it is stated
as follows.

Theorem 2.8 Let fo : [0,1] — [0, 1] be a measurable function and let {un}n=1 be a
sequence of probability measures in Qy associated with fy in the sense of Definition 2.7.
Then, for any t € [0, T] and every § > 0,

lim ]P’MN(|(7t,N, G) = (G.p)| > 5) -0,

N—o0

where p;(-) is the unique weak solution, in the sense of Definition 2.2, of (8) for 6 = 1, resp.
(10) for 6 > 1.

Let D([0, T], M™) be the Skorohod space of trajectories in M™. Let {Qy}n>1 be the
sequence of probability measures on D([0, T'], M ™) induced by the Markov process {ntN }i=0
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and P, ,namely Qy = P, o (x")~!. To prove Theorem 2.8 we first show that the sequence
{Qn}n>1 is tight, and then prove that any of its limit points QQ is concentrated on trajectories
of measures that are absolutely continuous with respect to the Lebesgue measure (this is a
consequence of the exclusion dynamics), whose density p; () is the unique (cf. Lemma 2.4)

weak solution of the hydrodynamic equation. We prove Theorem 2.8 in Sect. 3.

2.4 Empirical Currents

Our next result is a law of large numbers for the empirical currents of the process. Let JtN (x)
denote the process that counts the flux of particles (in the accelerated process (1,y2)s>0)
through the bond {x, x + 1} up to time ¢, i.e. the number of particles that jumped from the
site x to the site x + 1 minus the number of particles that jumped from the site x + 1 to the
site x during the time interval [0, #]. The empirical measure associated with this conservative

current is defined as
N-2

1
JN(du) = 3 PBRALCLINCINE
x=1

Notice the normalization factor N2 which is taking into account the diffusive time rescaling
and the space normalization. For x € IX, we denote by K (x) the non-conservative current
at the site x up to time ¢, that is, the number of particles that have been created minus the
number of particles that have been removed from the system at site x. The corresponding
empirical measure is given by

1
KN (du) = > KN )8x (duw.

K\ 7K
erJr urt

For a test function f we use the notation (J,N , f)and (K ,N , f) to denote, respectively:

1 N2 1
PP = am 2N F G and (KL = 3 KN
x=1 xelKurk

Our second main result is a law of large numbers for the current fields.

Theorem 2.9 (Law of large Numbers for the current) Foranyt € [0, T], f € c([0, 1]) and
every § > 0,

t 1
lim IF’MN[’(J,N,f)—/O /O f(u)au,os(u)duds‘ >5} =0,

N——+o00

lim P
N——+o00 KN

t
U(K,N,f)—ue:u/o FO)(Day p)O) + £ (1) (Dpsp0)(1) ds| >s] =0,

where p;(-) is the unique weak solution of (8) if 6 = 1 (resp. of (10) if 6 > 1). In particular,
writing j[N = JtN + KtN, we have that jV converges weakly to jdu, where j is given by
j=—-Vp.

This theorem is proved in Sect.4.
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1442 C. Erignoux et al.

2.5 Hydrostatic Limit

Leti; := o1+ pB1 and 01 := y; 481, and observe that under the conditions i; # Oand 01 # 0
the Markov process 7, is irreducible on its finite state space Q. To see this, it is enough to
note that if ij = 0 (resp. or 01 = 0) and by taking a configuration with a single particle at
distance one from the boundary (resp. or a configuration with a single hole at a distance one
from the boundary), the empty (resp. full) configuration is absorbing. For future reference,
we introduce

i1 720 and o7 #0. (H1)

Under (H1), we shall denote the unique stationary measure of the process by . Our third
main result concerns the hydrostatic limit for the dynamics, which gives the macroscopic
behavior of our model starting from the stationary state ;. One important ingredient in
our proof is the uniqueness of the stationary solution of the hydrodynamic equation. In the
regime § = 1, on the other hand, to establish the hydrostatic limit, it is sufficient to show that
there is a unique stationary solution to the hydrodynamic equation (8). In the regime 6 > 1
any constant profile is a stationary solution to (10), however under suitable assumptions, this
constant can be uniquely determined as the mass m* to which the microscopic system relaxes
on subdiffusive timescales.

To establish the different uniqueness results above, we will need in the two cases (6 = 1
and 6 > 1) further assumptions. For this reason, we introduce

(H1) and 8; <ai, p1 <1, or (H1) and 81 >ay, B1 = y1, (H2)

(H1) and o+ 8, y+5§ are non-increasing. (H3)
We are now ready to state our third main result.

Theorem 2.10 For 6 = 1, assuming (H2) there exists a unique stationary solution p* of (8),
such that jvy is associated with it in the sense of Definition 2.7, i.e. for every § > 0 and
G € C([0, 1]

ZJiinmus,j(\(ﬂN, G) — (G, p*)| > 3) —o.

For 6 > 1, assuming (H3) there exists a unique constant m* € [0, 1], such that pLsAf is
associated with the constant profile p* = m™.

Remark 2.11 [On assumptions (H2) and (H3)] Assumption (H2) is used in the case 0 = 1 to
guarantee uniqueness of the stationary solution. Assumption (H3) is used for 8 > 1 to prove
convergence of the mass of the system to a defined constant. As we will see through the
article, one could weaken these assumptions, yet we elected to settle for assumptions (H2)
and (H3) to provide the reader with a working case, since finding optimal bounds for both of
the cases is a non-trivial algebraic problem that goes beyond the scope of this article.

The proof of Theorem 2.10 is the purpose of Sect. 5.

3 Proof of Theorem 2.8

In this section we present the proof of the hydrodynamic limit and we start by giving an
heuristic argument in order to deduce the notion of weak solution given in Definition 2.2.
To simplify the exposition we present the proof for the case K = 2 but emphasize that the
general case follows straightforwardly.
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3.1 Heuristic Argument

We start by briefly outlining the argument before detailing the relevant steps of the proof
in Sect.3.3. Let us fix a test function G € C12([0, T x [0, 1]). Following from Dynkin’s
formula and simple computations,

t
MN(G) =z, Gy) — (=, Go) — /O (N, (05 + N>Ly)Gy) ds
t
— NG = (n). Go) —/ (N, (3 + AN)Gy) ds
0
t
—/0 VG (0)ngy2(1) — Vi G(Dngy2 (N — 1) ds

t
— N‘—9/0 Go( )1 — ngp2 (Dl + 1)} (15)
+ G (T B = ngn2 (N = D(B1 + 81)}ds

t
- N /0 G () feangn2 (1) = yangn2(2) = non2 (D2 (2 (e — y2)}ds

t
— N1 /0 G (T Baten2 (N = 1) = Samgy2(N — 2)

—Nsn2 (N — D2 (N = 2)(B2 — 82)}ds

is a martingale with respect to the natural filtration {#;};>0, where for each t > 0, F; :=
o(ngy2 © s <t). Above, for x € Ay, the discrete derivatives of G are defined by

ViGs () = N[GEH - 6],
VyG(5) = V+G(%) and its discrete Laplacian is defined by
ANG(3) = N [GCFY —2G(5) + G

Remark 3.1 For fixed K > 2, the expression above can be compactly written by introducing
the operators DN '+ defined by

D @ ={af M) fo = DA = F)

— o= f) (= = )@
DY P = [ = FeNfa+ D FN = D)

— o fOA = fr+ 1) (L= fN = )15

for f:7Z - Rand A = (A,...,Ak),0 = (01...,0k). With this notation, Dynkin’s
formula takes the form

(16)

t
MY (G) = (. Gy = (ol Gob = [ () 0+ A)G s
t
- /0 {VxGS(O)nSNZ(l) — VyGs(Mngn2 (N — 1)}ds
t
=8 [ O e, .6+ D e 0, G s
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In fact, the main technical issue with the proof of the hydrodynamic limit is, as
we will also see ahead, the proof of the replacement lemmas which roughly states

IlN

Ng( N(D T NsN2s ), Gg) — (Da,y p5)(0)G4(0) for 6 = 1, with p(-) being the unique
weak SOlutIOH to (8).

As we will show, E,;,, [(MtN (G))z] vanishes as N — co. We now focus on the integral
terms above. Let us start with the boundary term coming from the bulk dynamics, that is, the
term on the second line of the previous display. By Theorem A.4, with the choice ¥ = 1,
we are able to replace the time integral of 7, (1) (resp. ns (N — 1)) by the time integral of the
average in a box of size |¢N] to the right of site 1 (resp. to the left of site N — 1):

1+eN 1 N—1—eN
TN = Zm(x) TN =D = Y ), (17)
x=N-2

then, since, for N sufficiently big, 77 ¢V (1) ~ p;(0) (resp. 77 V(N — 1) ~ py(1)) in a sense
which will be explained later on, and by a Taylor expansion on the test function G, we arrive
at

t
/ 34G (005 (0) — 8,G, (s (1) ds.
0

which is exactly the fourth term at the right hand side of (9). By abuse of notation, above and
below e N denotes |eN |. Now we analyse the terms coming from the boundary dynamics.
We start with the terms on the fourth line on the right hand-side of (15). Note that when
6 > 1, since G and n are bounded, these terms are of order O (N 1_9) and so they vanish as
N — +o00. When 6 = 1 and using again Theorem A.4, with the choice y = 1, those terms
are going to contribute to the integral formulation with

fo Gy (0) (@1 — (a1 + 71)ps(0)) + G (1) (B — (B1 + 51)ps (1)) ds.

Now we look at the fifth and sixth terms at the right hand-side of (15). We focus on the terms
on the fifth line, but we note that the analysis is completely analogous for the terms in the sixth
line. As before, for @ > 1 those terms are of order O (N'~?) and so they vanishas N — +o0.
When 6 = 1, from Theorem A.3, with the choice ¢ = 1, we can replace, for any term that
does not involve the product of n(1) and 1(2), n(2) by n(1) and from Theorem A.4 (with
¥ = 1), replace (1) by n°" (1). For the quadratic terms in 7(1)5(2) we first apply Theorem
A4 (with ¥ (7)) = n(1)), to replace 7(2) by n°Y (1). In the resulting term 7(1)n*N (1), we
then replace n(1) by N (1) by applying Theorem A.4 (with ¥ () = 7t (1)). From this we
conclude that the terms on the fifth line of (15) contribute to the integral formulation with

t
/0 G5 (0)(@2 — y2)(2(0) — p5 (0)) ds.

Recall that we defined after Theorem 2.8 the distribution Qu of the trajectory of the
empirical measure 77"V . Assuming that one proves that the sequence {Qy} N>1 1s tight (which
is done in Sect. 3.2), the arguments above prove that any of its limit points is a Dirac measure

supported on the trajectory 7, (du) = p;(u)du where p,(-) is the unique weak solution of
(8). These arguments are carried out in further detail in the next subsections.
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3.2 Tightness

Proposition 3.2 The sequence {Qy}n=>1 is tight under the Skorohod topology of D([0, T,
M),

Proof From Chapter 4 of [17], in order to prove tightness it is enough to show that

lim limsup sup PN (n. e D0, T1, Q) : |(x,,, G) — (x, G)‘ > e) —0,
Y=0 N 400 reTy A<y

for any continuous function G : [0, 1] — R and every € > 0. Above 7y is the set of stopping
times bounded by T. In fact, we are going to prove the result for functions in C2([0, 1]),
but then, by an L! approximation it is simple to extend the result to continuous functions.
By Proposition 4.1.7 in [17] it is enough to show the result for every function G in a dense
subset of C([0; 1]), with respect to the uniform topology. From now on we assume that
G € C?([0, 1]). From Dynkin’s formula, plus Chebyshev’s and Markov’s inequality, we can
bound the previous probability by

2 T+A 4 2
EE#N[/ N2Ly(xN . Gyds ]+€—2EM [(Mﬁ(G)-MﬁVH(G)) ]

Observe that since G € C2([0, 1]) we have that ‘ANG(%)‘ <2 HG”HOo and ‘VﬁG(%)’ <
|| G’ ||OO In particular, since there is at most one particle per site, and recovering from (15)
the expression for £, (nSN , G), we obtain straightforwardly

IN?Ly(nY, G)| S =

"

where the notation < means less than a constant times”. As a consequence, for 6 > 1

|0

Now we treat the remaining term. From Dynkin’s formula, (MtN (G2 — (MN(G)), isa
(mean zero) martingale with respect to the natural filtration F;. From [17] (Appendix 1.6)
one obtains that its quadratic variation is (M N (G))s = fot B_YN (G)ds , where

T+A
lim limsup sup E N|:/ N? Ly (g N G)ds
T

Y70 Nosoo teTy, i<y

BY(G) = N* (L (" (1), G = 20z (00), G) Ly (2 (1), G) ).
This yields

N,H N.G T N
Epy [(M, - m7) ] =E,, U B! (G)ds] .
T

We can split B;V (G):=BN_(G)+ B 0(G) + B 1 (G), where each term corresponds to
the contribution of Ly —, £ N.o, LN+, respectlvely Now note that

2
BYN(G) =N Y (N @, H) =  ny), H))

xeAN

= Y () — e + MHGE = G)* < MG

xeAy

For the boundary dynamics, we bound the rates in the generator by a constant, which yields

BN_(G)

=7 Gl and BIL(G) < =7 1G11%
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and concludes the proof. O

3.3 Characterization of the Limit Point

We now characterize the limit points of {Qx}y>1 and show that they concentrate on trajec-
tories satisfying the weak form of the hydrodynamic equation.

Proposition 3.3 For any limit point Q of {Qn}n=1, it holds
Q(m. € D(0, T], M) : Ry and F(p, G, 1) =0) =1

where Rt is the event on which . is absolutely continuous w.r.t the Lebesgue measure and
with density in H' on the time segment [0, T and F is given in (9) for 0 = 1 and (11) for
0> 1.

Proof We present the proof for the case 6 = 1 and K = 2, since for 6 > 1 it is analogous.
We present a remark at the end regarding the extension to other values of K. Fix a limit point
Q of {Qn}n=1. As aconsequence of Corollary B.2, we have that Q(Rr) = 1. To present the
argument as simply and concisely as possible, assume that G is time independent, but the
same arguments apply when this is not the case. To prove the Proposition, we show that for
any § > 0 and any G € C%([0, 1]):

Q(RT and sup |F(p,G,0)| > 5): 0, (18)

0<t<T

that is

t
Q <RT and | sup | (pr, G) = (fo,G) +/(.) (ps, AG)ds

0<t<T

t
+A{mm%an—m@mamps

! > (19)
—A{Gaxm—wm+wnmaH4&—ﬂgwxn—ma»ﬂw

t
- [ {eore - @
70040 + (2 — @) (02O — O} ds 1> 8) = 0.

Due to the boundary terms, the set inside the probability above is not an open set in the
Skorohod space. As a consequence, at this point, we cannot apply Portmanteau’s the-

orem. To solve this problem, we take the following functions: <L_? (v) = él(u_g,u](v)

and T)Z(U) = él[u,,ﬁe)(v), and we use the notation (7, (L_Z) = Lim ps(v)dv and

€ Ju—e
(s, _L)Z) = éfuuﬁ ps(v)dv. Now observe that since p € L2(0, T; H'), it is easy to prove
for all € > 0 that |,05 (u) — (my, TZ)| < %e IIBMpII%. As a consequence of the last result, we
can bound the probability on the left-hand side of (19) by
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Q(RT and sup
0<r<T

t
(o1, G) — (fo. G) —/0 (ps. 02G) ds
t
+[ [(ns, THa,G(1) — (15, 78,6 (0)}) ds
0
t
—/0 [GB1 = B+ 800, T + G2 = B e, TH(s, T = 1) Jas

t
- /O [GO@ @+, 70

+ (2 — @), Ty, T = 1) Jds| > 8/2) + 0. (1),

(20)
To finally apply Portmanteau’s theorem, we argue that we can approximate ¢ “, 7 ¥
by continuous functions in such a way that the error vanishes as ¢ — 0. Then,
we apply Portmanteau’s theorem and bound the first term in (20) from above by
liminfy_~ QN (A(T, G, §, €)), where we shortened A(T, G, 8, €) for the event in (20).
Summing and subtracting fot Ly (nAN , G)ds inside the absolute value in A(T, G, §, €), recall-
ing (15), we obtain that Qn (A(T, G, §, €)) is less than the sum of the following contributions

8
> —1,
14

P =P,w ( sup ‘M[N
0<t<T

LN N 52 8
Py =P~ | sup (g, ANG) — (g, 0,,G)ds| > — |,
0<r<T |JO 14
£ 8
Py =P, | sup / N2 (N = DVyG() — (o), THha,G(hds| > — |,
o<t=<T [Jo 14
! 1 N <1
Py =Pyn| sup / GAFHB1 = (B +80)mn2 (N = 1) = G (B1 — (B1 +8)(x)Y, T {)ds
0<t=<T |J0
8
> — |,
14
t
Ps =P~ ( sup / G(%)(Szanz(N =2) = Bangy2(N — 1)
0<t<T | JO

—G()(8 — BN, Thds

)
> — 0,
14

t
/0 G(M=2)(3, — B2 (N — Doy (N — 2)—

)
> —,
14

and finally P;, Pg, Py and Pjg, which are the counterparts of P3, P4, Ps and Pg for the left
boundary, which we do not explicitly write. The first term P; can be estimated with Doob’s
inequality,

Ps =P~ ( sup

0<t<T

G — ), THhum), Ty — Das

s €

1

1 ~
) C MU EEe L
> 14) < EEMN [‘MT‘ :I = EEHN I:/() BS ds s
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where C is a constant and B)"* was introduced in Sect.3.2. We can now proceed as in the
proof of Proposition 3.2 to show that P vanishes, as N — oo. The second term P; vanishes,
for any N large enough, because G is smooth.

To estimate the remaining probabilities we apply the replacement lemmas that are stated
and proved in Appendix 1. To properly explain the procedure, recall from (17) the definition of
‘—ij\v’z(N Dand 77 €N, (1),since 7N, (N—=1) = (¥, T1) (resp. 77 <N, (1) = (xN, T2))
we have 7.2 vz NN — 1) ~ pg(1) (resp r]SNzGN(l) ~ ps(0)), we show in Appendix 1 that
we can exchange n 2 (N — 1) (resp. nyy2(1)) by the averages above, and n,y2 (N — 2)
(resp. nyn2(2)) by nyn2(N — 1) (resp. nyy2(1)). In particular, to estimate P3, note that the
difference between V,, G (1) and 9, G(1) is of order N ™ !, Furthermore, applying Lemma A .4
to ¥ (n) = 1, and using Markov’s inequality, we can replace ns(N — 1) by <77_€N(N 1) at
the cost of an error of order N~!. This proves that P; vanishes in the limit N — 0o and then
€ — 0. P4 and Ps are estimated in the exact same way as P3.

We now turn to Pe: in it, we first replace n 2 (N — 2) by 1} _>5N ,(N — 1) by applying
Lemma A.4 and Markov’s inequality to ¥ () = n,y2 (N — 1). Now that we have the term
nen2 (N — )_)GN (N — 1), We apply Lemma A.4 and Markov’s inequality a second time
to () = —’gjgz(zv — 1) which allows us to replace 7,52 (N — 1) by 77 <N, (N — 1) uptoa
vanishing error term. Noting that (7, N 7’2) _>€N ,(1), and (7, N <_i) _)GN ,(N—=1)
and

@ TN, TH =T N DTN (N + 1)+ 0(eN) ™),

proves as wanted that Pg vanishes, in the limit N — oo and then € — 0.

The bounds for P;, Pg, Py and Py, are analogous to those on P3, P4, Ps and Pg. Together,
all those bounds prove that lim sup,_, o limsupy_, ., QN (A(T, G, 8, €)) = 0, so that (20)
vanishes in the limit lim sup, _, o, and then € — 0. This proves Proposition 3.3. O

Remark 3.4 (Case K > 2) For the general case K > 2, the main problem are the terms
of the form pSK ~10) and (1 — ps(0)K —1 (and similarly for the right boundary). A simple
way to solve this is to proceed by induction. Since a? =(a+b —b)a+b,—b) =
(a—b1)(a—by)+bi(a—by)+by(a—by)+b1by andwehavethatblbga = b1by(a+b3—b3) =
biby(a — b3) + bbb, taking a = ps(0) and b; = (g, 7’51‘1*) for j > 0, we can replace
psK ~10) by 1—15{:702 (g, ¢ ! 1€y plus a sum of terms that vanish when ¢ — 0. For the right
boundary the argument is analogous.

4 Fick’s Law

In this section, we prove Theorem 2.9. Recall the notations set in Sect.2.4. Fix x € Ay. In
order to apply Dynkin’s formula to the current J,N (x) and K tN (x), we denote by L£* the joint
generator of 7, J,N (x) and K ,N (x), given by

1 =,
L* £N0 + — O va (21)
where

Lyof. =Y (@)

z€AN\{x}

—n(z+ DG D) = f(, 1))
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() (1 = nx + D)Y@ T+ 1D = f(n, )
+n(x + D = nC)(FaT T = 1) = f(n, D),

and Z)/Cv,b = Z};v,+ + E;‘V,_, with
Lyofm.K)y= ) cEmfof. K) = f(n.K))
zelf\(x)
FH ey [ (L= nGEM SO K + 1) = £, K)

+NE MO K =1 = £, K.
Recalling the definition of the operators Déx f and Dg{;si in (16),

Ly ol ) =ns) = ns(x + 1), Ly 4
KY @) = (DY no@)  and £ K (x) = (D)5 ) (),

o,

forx € Ay, IX, If, respectively.

By Dynkin’s formula,

tN2
MY (x) = IN ) — I ) — /0 (s(x) = ns(x + 1)) ds,

is a martingale w.r.t. 7, so that for any test function f € C'(0, 1)

(N2 N=2

Y= D=3 [ X £ —nt+ Dyds,
x=1

is a martingale as well. By summation by parts, the time integral above rewrites

N2 N
/0 ~ Z} VLG + fF(ns(D) = FED (N = D ds
x= (22)

t tN?
=f0 <n,N,V1;f>ds+/0 Fms(D) — fFEng (N = 1) ds.

A simple computation also based on Dynkin’s formula, shows that its quadratic variation is
given by (MY ()): = g 37 Lreny FEED(05(x) — 15 (x + 1))?ds, so that the martingale
]VltN(f) vanishes in ILZ(IP’MN), as N — o0.

Now we analyze the time integral above. From Theorem 2.8 and the Replacement Lemma
A .4 the expression (22) converges, as N — oo, in P, to

t 1 t t 1
/O /0 B f () ps ) du s + /O FO)p5(0) — f(Dypy(1yds = — /0 /0 F ()5 () ds.
23)
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Now we look at the non-conservative current. Using the same argument as above, we have
that

tN?
kYD =K =N [0S FGODL mwds

xelk

tN?
—N‘*Q/O Y FGHDL s ) x)ds

K
xely

is a martingale. As above it can be shown that this martingale vanishes in L2 (Puy), as
N — oco. When 6 > 1 itis easy to see that the integral term above vanishes as N — +o00. In
the case # = 1, from repeatedly applications of the replacement lemmas stated in Appendix
A.2 the last expression converges, w.r.t. P, as N — oo, to

t
/(; FO)(Da,y p5)(0) + f(1)(Dgsp5)(1) ds,

which finishes the proof.

5 Hydrostatic Limit
5.1 Proof of Theorem 2.10

Given an integer N, and 6 > 1, define the distribution Py of the stationary empirical
measure, on M™, as Py := Wy © (wy) L, where both M and the empirical measure 7y
were introduced at the beginning of Sect.2.3. Recall from Definition 2.2 the definition of the
functional F(p, G, t) (depending on #). Define

&r = {m e M 1 x(du)
= p*(u)du, F(p*,G,1) =0, Vt € [0, T], VG € C"*([0, T] x [0, 1])},

which is the set of weak stationary solutions to the hydrodynamic equation. Since T is fixed,
from here on, we will drop the subscript and simply write £ = £7. Now let d be the distance
defined on M™ under which this space is a Polish space (see [17], Chapter 4 for an example).
The following result, which is analogous to e.g. Theorem 2.2 in [18], is the main ingredient
to prove Theorem 2.10.

Proposition 5.1 {Py}yen is concentrated in &, i.e., Y& > 0,

lim Py (n e MY inf d(w, 77) > 5) =0.
Te€

N—oo
To prove Proposition 5.1, one needs two ingredients:

i) The empirical measure is macroscopically governed by a hydrodynamic equation (i.e.
the hydrodynamic limit, Theorem 2.8, proved in Sect. 3).

(ii) The existence of a unique solution of (8) (cf. Lemma 2.4) and its convergence, w.r.t.
the L2 norm, as time goes to infinity, to a stationary solution, which is a consequence
of Proposition 5.11 below for 6 = 1. In the case 6 > 1 this convergence is classical,
but the interested reader can straightforwardly adapt the argument we present below
for the Robin case , derived when 6 = 1, to the Neumann case, derived when 6 > 1.
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We will not prove this proposition, because once those two ingredients are obtained, it is a
straightforward adaptation of Theorem 2.2 in [18].

We now use Proposition 5.1 to prove Theorem 2.10. In the case & = 1, under assumptions
(HO) and (H2), we check in Sect.5.2 that the set £ above is a singleton (more precisely,
E = {p*(w)du} where p*(u) = (1 — u)p*(0) + up*(1) with its value at the boundary
determined by the unique solution of the non-linear system of equations p*(1) — p*(0) =
—Dy., p*(0) = Dg sp*(1)), so that the first assertion of Theorem 2.10 follows immediately
from Proposition 5.1. For details we refer the reader to [20].

‘We now turn to the second assertion of Theorem 2.10, i.e. the case & > 1. In this case,
since the hydrodynamic equation is governed by the heat equation with Neumann boundary
conditions, any constant solution is a stationary solution to the hydrodynamic equation, so
that

£:={mr e M" :w(du) =mdu, m €[0,1]}.

An intriguing question is to find the particular constant that the system choses to stabilize.
Therefore, we further need to prove that Py only charges, in the limit N — oo, a single
value m™* from all the possible constant values. For that purpose we use the method developed
in [20] (therein applied to the present model with K = 1), which consists in studying the
evolution of the process started from its stationary state in a subdiffusive time scale N'¢. In
this subdiffusive time scale, the total mass of the system evolves via the boundary dynamics
and is macroscopically described by an ordinary differential equation. Moreover, the time-
independent solution to this ODE is exactly the constant m™ we are looking for. The non-linear
boundary terms pose some extra technical difficulties w.r.t. [20], which are solved in Corollary
AS.

To simplify the exposition we consider the case K = 2, and we make the appropriate
remarks in the general case of K.

We now consider the process on the subdiffusive time-scale {ntN = 1, §1+6 }r>0, With
initial distribution w};. For each t > 0 and 6 > 1 fixed, we define the mass of the system as

1
N _ N
m; = N_1 XEEA n, (x), 24)
N

and for each T > 0 we let D([0, T], R) be the set of cadlag trajectories m. : [0, T] — R
with respect to the Skorohod topology. For each N € N, denote by Q the distribution of
the trajectory (mfv )ieo,7] on D([0, T], R), with n started from the stationary distribution
wiy - A straightforward adaptation (to the subdiffusive timescale) of Proposition 3.2 shows
that the sequence {Qx}y>1 is tight. From the stationarity of w3, for any r > 0, and any
I =(a,b)Cl0,1],

Pv@EN @V, e =0nm" im, €.

One may then bound, for any limit points P*, Q* of the sequences {Py}y=1, {Qn}n>1 (for
more details, cf. [20], p.11) and for any fixed time ¢ > O,

P*(n(du) =mdu, m € 1) < Q" (m. :m; € I). (25)
To conclude, we now only need to prove the following result
Lemma 5.2 There exists m* € [0, 1] such that , for any ¢ > 0

Q" (m. : lmy = m*| = &) — 0. (26)
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Proofof Lemma 5.2 We start by characterizing the typical trajectories of Q*. We apply
Dynkin’s formula as in (15) and we take G = 1 to obtain that

t
m,N=m8V+MtN<1)+/ o+ B
0
+nN (e — (@1 + 1)) + 1N (N = D) (B2 — (B1 + 81))ds
t
—/0 yan™ @) + 8N (N - 2)

+nN (0N 2) (@2 — ) + N (N = DY (N = 2)(B2 — 82)ds. 27)

Simple computations similar to the ones used in the proof of Proposition 3.2 also show that
the quadratic variation of M,N (1) is of order O(N~1) so that MtN (1) vanishes as N — o0,
with respect to the ]LZ(]P’ust)-norm. Moreover, from Corollary A.5 we are able to replace

nf,v(l) and nﬁv (2) (resp. an(N — 1) and nﬁv (N —2)) by mfv From this we get that

I‘N1+9
m = ml¥ + MY (1) +/ a1+ B+ mY (@ — (@1 + ) +m (Ba — (B + 1)ds
0
tN1+9
- / yam 4 S3m" + (mY )2z — y2) + (Y2 (B2 — 52)ds. (28)
0

To simplify notation let iy, = «, + By and 0, = yy + &y, for x = {1, ..., K}. By taking
the limit, when N — +o00, in the previous identity, we obtain that any limit point Q* is
concentrated on solutions of the Ricatti Equation

t

oF (m omy =mo +/ i1+ (G2 —o0y— (A1 +01)my — (ip — oﬁm?ds) =1. (29
0

O

Remark 5.3 Observe that the equation above is equivalent to m; = mo-+ fot D; ymgds. Infact,
as for the hydrodynamic limit, the same arguments show that for general values of K > 2 we
have an analogous integral equation, where now D; , induces a K —degree polynomial. For
the case K > 2, the proof above is indeed identical in this case as long as we assume (H3).
The only extra technical difficulty is that in (27) we shall have higher order polynomials in
n, so that we have to apply Corollary A.5 a certain number of times to get closed equations
inm ?’ .

To conclude the proof of Lemma 5.2, we need to show the uniqueness of solutions for the
Ricatti equation and that all solutions uniformly converge to the same constant. We first state
the following technical lemma.

Lemma54 Let A = (A1,...,Ax)and o = (o1, ...,0k) and D, _ be the operator defined
in (7) for K > 1 fixed. Then for f; : R — [0, 1] withi = 1, 2, we have

D;. o fi — Dyo 2 =—(f1 — 2) Vi (f1, f2), (30)

where Vy, 5 (f1, f2) = Va(f1, f2)+ Vs (1= f1, 1= f2) with the operator Vy, for any sequence
¢ = (¢x)1<x<k, is acting on functions (f1, f2) : RxR — ]R(J)r X ]Rg, as

K
Vo (f1, ) (un,u2) = (b — buy DV (f101), f2(u2))

x=1
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where ¢pg 11 = 0 by convention and
1, x=1,
v (y,2) =1y +2z, x =2,

yx—l e ij:—f Ziyx—l—i 3<yx<K.

In particular, if A and o are positive, non-increasing and f; € (0, 1) fori = 1,2 then there
is a constant Vg (A, o) > 0 such that

Viof Z v (X, 0). (€19}

Moreover, if fi € (0, 1), A (resp. o) is the constant zero sequence and o (resp. A) is non-
negative and non-increasing, V o f is also bounded from below by a positive constant.

We can now conclude the proof of Lemma 5.2. From Lemma 5.4 it is simple to see that m
is locally Lipschitz. By iteration we can extend to all times up to time ¢ > 0, thus showing
uniqueness. To see that there exists a unique solutionm = m™ € [0, 1] to the equation defined
by the mass, D; ,m, observe that an immediate consequence of Lemma 5.4 is that D; , f is
both continuous and monotone decreasing on f € [0, 1]. In particular, letting 0 (resp. 1) be
the constant O (resp. constant 1) function on [0, 1], and recalling (H1), ie i; 7= 0 and 07 # 0,
we have that

—01 =Di o1 < Di,of <Di0=1i,
thus, by the intermediate value theorem there exists a (unique) f = m* € [0, 1] such that

Di,om* =0.
Now fix a solution m to

t
m; = mog +/ D; omgds,
0
and define m = m — m*, (30) yields
t
n; = o _/ n,’isvi,o(mm m*)ds,
0

so that i, = ﬁoe_/g Viio (ms.:m™)ds Uging (31) then yields |71,| < e~2k -9 which proves

(26). O
We now prove the technical Lemma.

Proofof Lemma 5.4 For u,us € R, lety := fi(u1) and z := f>(u2). Then
K
Dy oy —Dioz=) h ((1 -y = - z)z“) — oy (y(l -y =z - z)H).
x=1
Observing that
(1 _ y)yx—l _ (1 _ Z)Zx—l — (yx—l _ Z)c—l) _ (yx _ Zx)’

v =y =z = -y == - @ =y = a9 h).
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Fory, z fixed, let ho(x) = y*—z*and h;(x) = (1 —y)* — (1 —z)*. Performing a summation
by parts, we have

K—1 K—1
Dj 6y —Dyroz = Z Oxttthi(x +1) —h1(x)) — Z Axs1(ho(x + 1) — ho(x))
x=0 x=0
= —(Agho(K) —ogh(K)) (32)

K—1
= Y = o) = (0 — gm0 ).
x=1
Since for any integer x > 3 it holds
x=2
a* —b* = (a—b) (a“ +o 7+ Zbia"li> , a=b=>0,
i=1
we have the following decomposition

x—2
ho(x) = (v — 2) {1x=1 + (O + D=2 + Liss (y“ +27 Zz"y“") } :
i=1

Note that for K = 2 we do not have the sum over i above, and if either y or z equal 0, the
identity trivially holds. For &y, we replace y and z by 1 — y and 1 — z, respectively. For
v,z € (0, 1), replacing ho(x) and % (x) in (32) and rearranging terms, the proof of (30)
ends. For (31), since

K

Vie. ) =M —Aa+or—oa+ Y (= A)ue(3.2)

x=2
OK+1,Ak+1:=0

+(oy —orpux(l =y, 1 —2),

with vy defined as in the statement, for decreasing sequences A, o the sum is bounded from
below by zero, while Ay — Ay +01—02 > 0. For constant sequences, i.e., Ay = A1, 0y = o7 for

x =2, ..., K, we have only the last term of the sum, V ,(y, z) = Ajvx (¥, 2) + o1vg (1 —
v, 1 — z), which is bounded from below by a positive constant if y, z # 0, 1 and either A or
o] 18 not zero. ]

We end the present section with some observations.

Remark 5.5 Note that vy (y, z), for y,z € {0, 1} is well defined for any x = 1,..., K.
Moreover, wehave vy (0, 0) = 1,=1, vx(1,0) = v4(0, 1) = land v, (1, 1) = x. Thisimplies
that we can indeed find positive lower bounds for V; ,(y, z) with y, z € {0, 1} under some
minor restrictions. More precisely, Vy »(1,0) = V 5(0, 1) = Ag 4+ ok (enough to consider
Ak > 0orog > 0),while V) 5(0,0) = A1 — A2+ Zle x(0oy —0x41) (enough to consider
A, o constant (not zero) or decreasing; o constant sequence 0 and A1 # Ay; or A; = A and
o constant (not zero) or decreasing ), while for the restrictions where Vj »(1,1) > O itis
enough to consider the restrictions for Vj (0, 0) with A and o exchanged.

Remark 5.6 (Case K = 2.) Fixing K = 2, the Ricatti equation with constant coefficients in
(29), that is

t
my = mo + / i) 4 (2 — 02 — (i1 + 01))my — (i — 02)m?ds,
0
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is explicitly solvable. For simplicity, let us write

a=—(@{2—03), b=ip—0—(>G+0), c=i,
so that d[% = am,2 + bm; + c. If a = 0, one obtains the explicit expression m; = (mg +
%)e”’ - %, which converges to m* := —c/b = i{(i; + 0;) ! because b < 0 by assumption

(H1).
We now assume a # 0. Let A = b? — 4ac. One easily checks that A = (i — o1 + i —
02)% + 4ijo; > 0 thanks to assumption (H1) and that 2a + b, b < 0 by assumption (H3)

which guarantees i; > iy, 0] > 0;. Define kT = 7_}’;@, we find that am? + bmg +c¢ =
a(mg — kT)(my — k7). Observe that
1 1 1 1 1
= =— - . (33
am?+bmg+c  a(mg—k")mg—kt)  JA |mg—kT  mg—k

Assume that mg # «*. Since m; — k™ cannot change sign in time, (otherwise it would cross

the value k* which is a fixed point for the Ricatti equation)

/’ dmg m; — kT
= log
0

mg — k* mo — k¥’

After some computations, this, together with (33), finally yields

K~ — &k K~ —K K~ —mgy _
m=———=xt 4+ ——, where ¢ = — e Var,

1_8t 1—8; K+—m0

In particular, m, is monotonous, starts at m¢, and converges to m™* := x~. We now only need
to check that «~ € [0, 1], which is straightforward by separating the casesa > O and a < 0,
and using that b, 2a + b < 0.

Remark 5.7 (Case K > 2) To finish, we observe that for the model introduced in [6], i.e.,
taking above f;, = Yy = jand oy = §, = 0 for x = {1, ..., K}, a simple computation
shows that the solution of D; jm* = 0 is, in fact, m* = 1/2. The model in [6] is a particular
case of considering i = o. For the latter, D; ;™ = 0 can be solved for m = m™ by noticing
that Diim = Diom — Dio(1 —m) =—m — (1 —m))Viom,1 —m) = 0 m*=1/2.
Perhaps more interesting is the case wheniy =1i,0, =oforx € {1,..., K}, i.e., the rates
are constant in x. Under these conditions, we have
1 — m*X 0

I—(I—mnHk ~ {’
If o = i then the mass stabilizes to the middle of point of [0, 1], but for fixed i (resp. 0), as
the rate of removal (resp. injection) of particles increases (resp. decreases) thatis o (resp.
i \), then the mass decreases exponentially in K .

5.2 On the Uniqueness of the Stationary Macroscopic Profile for 8 = 1

‘We now prove that, under our assumptions, the hydrodynamic limit for & = 1 admits a unique
stationary solution.

The same idea used for & > 1 can be used now to guarantee uniqueness for the stationary
solution of the heat equation with Robin boundary conditions. Throught the proof we will
assume (H2), but we divide in two cases. First assume that oy A §; = §; and y1 A 1 = B1.
Start by observing that for every p*(1) fixed, there exists a unique solution for p*(0) of the
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equation — Dy, p*(0) = Dg sp* (1), which is equivalent to Dy, 0*(0) = Ds g(1 — p*)(1).
From the previous observations we know that Vf € [0, 1] we have Ds g f € [—B1, d1],
and also that Vu € [—yy, a;] there is one f € [0,1] : Dy, f = u. In this way, there
exists a unique p*(0) € [0, 1] such that, for any fixed p*(1) with Ds g(1 — p*)(1) = u €
[—(1 A B1), a1 AS1], we have Dg , p*(0) = u. More precisely, by monotonicity, we have
that

p*(0) € [Dy ), (1 A 81), Dy, (—(y1 A BINISIO, 1],

p*(1) € [Dg (1 A B1), Dy s(—(er A81)I=I0, 1],
Where we remark that the equality on the second line above is due to oy A §; = §; and
y1 A B1 = Bi1. To study p*(1) — p*(0) = Dgsp*(1), let us first define the (solution) map
p*(1) = ¢gyp,s(p"(1)) Where ¢y, 5(p* (1)) := p*(0) is the (unique for fixed p*(1))

solution (function of p*(1)) to the equation — Dy, p*(0) = Dg 5p*(1). Moreover, define the
function T as

T:[Dgs(i ABD, Dy (=@ ASI] = R, u> Tu) =u— ¢ayp5u) — Dp su.

From our hypotesis on the parameters on the beginning of the proof, itis clear that Dom (T) =
[0, 1].

We claim that T is (Lipschitz) continuous and monotone increasing on [0, 1]. Assuming
this, we have

—(Pa,y,p5O0)+B1) =TO) =Tw) =T() =148 — ¢a,y,ps(1)

and thus there exists a unique p*(1) such that 7 o p*(1) = 0, and we are done. To prove the
claim, consider g, & € [0, 1] and shorten g* := ¢q,y,p,5(g) and A* := ¢y, g,5(h). Then,

T —Th)=g—h—(g"—h")+(g—h)Vgs(g. h). (34)

We now relate (g*—h*) and (g—h). From the definition of ¢ we have that Dy, g*+Dg 58 = 0
and Dy, h* + Dg sh = 0. Subtracting the two previous equations we observe that

(8" — h*)Vuy (85, h*) = —(g — ) Vg s(g, h).
In this way, replacing in (34) the expression for g* — A* given in last display we arrive at

Ve.s(g, h) )
Ve,y (g*, h*)

and since from Lemma 5.4 there are universal constants such that the V.. terms above are
bounded from below, and since g, &, g*, h* € [0, 1] they are also bounded from above, the
claim is shown.

Forthe case w1 A§1 = a1 and y1 AB1 = yi, the proofis completely analogous. Observe that
for every p*(0) fixed, there exists a unique solution for p*(1) of the equation — Dy, p*(0) =
Dg 50*(1). Following the same argument as on the previous case, we now have

p*(0) € [Dy ), (1 A1), Dyl (—(y1 A Bi)] = [0, 1],
p*(1) € [D,E,};()/l A B1), DE_};(—(WI ASINI S0, 1],
and we set to show that p*(1) — p*(0) = —Dg,,p*(0) have one solution p*(0),
instead of p*(1). For that, we now define the map p*(0) — ¢, g,5(p*(0)) where

da,y,p,6(p*(0)) =: p*(1) is the (unique for fixed p*(0)) solution (function of p*(0)) to
the equation —Dy ,, 0*(0) = Dg;sp*(1), and define the map [0,1] > u — T(u) =

T(g)—T(h)=(E—h) (1 + Vp.s(g. h) +
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u—¢a,y,p,8(u) — Dy, u € R. Proceeding as on the previous case we have that T is Lipschitz
continuous monotone increasing on [0, 1] and exists a unique p*(0) such that 7 o p*(0) = 0.

5.3 Uniqueness and Convergence of (8) to Stationary Solutions

In this section, we assume (H2), and we show the convergence of the weak solution of (8)
to the unique stationary solution, denoted here by p*, investigated in the previous section.
Existence and uniqueness of such a stationary solution is proved in Sect.5.2. The main
difficulty on showing this result lies on the fact that the weak solution is not regular enough
w.r.t. time in order to have an integration by parts formula as we do w.r.t. space. To solve
this issue, our approach is to relate the weak formulation and the mild formulation of (8).
We then show, following [18], that mild and weak solutions are equivalent in some sense,
which indirectly gives us a regular enough version of the weak solution to then proceed with
energy estimates. With a few adjustments from [5] (Sect.2.3), we first define the notion of
mild solutions of (8).

Definition 5.8 (Mild solution of (8))
We call mild solution of (8)any function p : [0, T]x[0, 1] — [0, 1] satisfying M (p, t) :=
pr — Spr = 0, with

1
Spr (u) 2/0 Pi(u, v) fo(v)dv

t
+ fo [PH<u,0)(Da,ypx)<0)+PH(u, 1>(Dﬁ,5ps)<1>]ds =0,

where P;(u,v) = Zweq,_l(v) ®, (u, w) is the density kernel generated by the Laplacian 83
on [0, 1] with reflecting Neumann boundary conditions, related to the heat kernel

1 _ (uf4w)2
R 1
(4nn)i2® ’
by the reflection map v : R — [0, 1] defined as

D (u, w) = (35)

u, u € [0, 1], k even,

vt = [l—u, u € [0, 1] k odd,

extended to R by the symmetry ¥ (v) = ¥ (—v), forv € R.

Remark 5.9 Observe that fixed u € [0, 1], Sp;(u) is differentiable w.r.t. time, and given
a smooth initial data f, we have that Sp, € C°(0, 1). Moreover, there exists the limits
lim,_¢ %Spt (u) and lim,_, #Sp, (u) for any n € N, and for any 7 € [0, T] we have
Sp; € C[O, 1].

Following [18], with some adaptations to account for the fact that P; involves here Neumann
boundary conditions, we show below that if p is a weak solution of (8), then p; — Sp; = 0 a.e.
From the previous remark, Sp is regular enough to satisfy F(p, Sp, t) = 0. Moreover, letting
p* be the stationary solution, as mentioned in Theorem 2.10, from simple energy estimates
we can see that F(Sp, Sp,1) — F(p*,Sp,t) = 0 = [|Sp, — p*[|l;2 = O(e¢") for
positive constant C, which implies weak convergence to the stationary profile. In this way,
we have that 7, — 7* in M™ (endowed with the weak topology), since 1, (du) = p, (u)du,
with p; = p* and p*(u)du =: w*(du), and thus we can apply Proposition 5.1.
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Proposition 5.10 If a function p : [0, T] — [0, 1] is a weak solution in the sense of Defi-
nition 2.2, where it satisfies F(p, G,t) = 0 for any G € CL2([0, T x [0, 11), then p also
satisfies M(p,t) = 0 a.e. YVt > 0. Moreover, if p : [0, T] x [0, 1] is a function satisfying
(M(p, 1), G) =0 forany G € CL2([0, T] x [0, 1]), then we have F(Sp, G,t) = 0.

Proof Letus fix g € C%([0,1]) and T > ¢ > 0 and define G€ : [0, T] x [0, 1] — [0, 1] as

¢ t+e—s
Gi(u) = (Pr—sg) (W) 1se0,07y + g(u)fl{se[z,we]} + (1 = Iseprre,m))-

Above, fort > O and u € [0, 1], (P, f)(u) = fol Pi(u,v) f(v)dv = (Pi(u, ), f). Assume
now that p is a weak solution in the sense of Definition 2.2. Recalling that for fixed v, P; (u, v)

satisfies the heat equation, with Neumann boundary conditions, taking G¢ € C L2(10, 77 x
[0, 1]) as our test function we have

t
Fp G5 T) == U P = [ {DpspdDPe) () + Dy 0 OP-c) s
t+e
+/ (ps, g)e 'ds
t

1+e€

—/ {(ps,aig) + (Dp,sps)(1)g + (Da,y ps)(0)g
t

+ ps(1)dug(1) + ps(O)aug(O)}G*l(t +€ —s)ds.

Letting € — 0, G¢ converges in the sup norm to G (u) := P,_;g(u). As a consequence, we
have that F(p, G, T') converges to

t
(pr.8) — (Prfon ) — /0 (Dp.s) (D) Pry (-, 1), g)ds
t
_A ((Da,yps)(o)Ptfs('v 0), g)ds = 0.

Approximating G¢ by a sequence (Gi)kzl in Cl'z([O, T] x [0, 1]) w.r.t. the L' norm, and
since g € C 2([0, 1]) is arbitrary, proves as wanted that M (p, 1) = 0 a.e.

For the converse, as in [18] and for a better exposition, we consider a test function g
independent of time, and we remark that the extension to a time dependent function is
completely analogous. Let us assume that p : [0, T'] x [0, 1] — [0, 1] satisfies p = Sp a.e.
Vt. Then, for any g € C2([0, 1]) it must satisfy

t
(01, 8) = (Pi fo. 8) +/0 (Pr—s (. D(Dpsps)(1) + Pr—s (-, 0)(Dy,y p5)(0), g)dss.
In particular, differentiating the expression above with respect to time, we have

d
PTAKEE (@3 P)g, fo) + Dp.spi(1)g(1) + Doy p:(0)g(0)
(36)

t
+ / (0r Pr—s (-, 1) Dp s ps (1) + 0 Pr—s (-, O)Da,yps(o)a g)ds.
0
We now integrate by parts (83 Py)g(u) twice, that is:
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1
@3 Pos = [ st vy

1
_ / Py, )32 ()dv — Pr(u, dug(1) + Py, 0)9,g(0).
0

Above, we used the fact that P, satisfies Neumann boundary conditions. Since by
assumption M(p,t) = 0 ae., we have a.e. Pifo = pr — fot {P,_S(~, 0)(Dyg,y ps5)(0) +

Pi—s(-, D(Dg,sps)(1) }ds. In particular, replacing the expression above in (36), yields

d

77 P 8) = {er, 3,8) + (Dp.sp)(1)g(1) + (Da,y p)(0)g(0) + 3,8 (0)p: (0) — dug(1)py (1)

t
_ /0 (Prs (s 0) Dy 05 (0) + Prs (-, DDpsps (D (1), 92g)ds
t
— 3,5(0) /0 Pr_y(0,0)Day s (0) + Prs (0, D5 (s
t
+ g () fo Pres (1,00 Dy ps(O) 4+ Py (1, 1) Dy py (1)l

t
+ / (0 Pr—s (-, 1)Dﬂ,8ps(1) + 0 Pr—s (-, O)Da,yps(o)s g)ds.
0

Integrating by parts the fourth line on the previous display twice, using the fact that P, satisfies

the heat equation with Neumann boundary conditions, yields
d
77 P 8) = {or, 9,8) + (Dp.sp)(Dg(1) + (Day p1)(0)2(0) + 3,2(0) 01 (0) — dug (1)1 (1).

Integrating in time this identity yields as wanted that F(p, g, ) = 0 for any g € C%([0, 1]).
The case when g is replaced by a time-dependent function G is similar, we omit it. O

We now show that any weak solution converges exponentially to the stationary solution p*.

Proposition 5.11 There exists a constant C > 0 such that any weak solution p of (8) satisfies

lo = p" 7z < 7.

where p* is the unique stationary solution to (8).

Proof From Lemma 5.4 we know that Dg , 0;(0) — Dy, p*(0) = —(0:(0) — p*(0)) Vq,,
(pr, p*)(0,0). Let us write V(0,1) := Vy ,, (0, p*)(0,0) and V(1, 1) = Vg 5(p:, p*)(1, 1).
Both Sp and p* satisfy the weak formulation and from Remark 5.9 letting w; (u) := Sp; (u) —
p*(u) we have F(Sp, w,t) — F(p*, w, t) = 0, which rewrites as

t

t
Cwr ) = Gwo.w0) + [ (92 + 86 Jwadds + [ 30 (B (0) = s (O)Vay 0.5))ds
0 0

t
w1 (Buws (1) + ws (Vg 5(1, 5) ) ds.
[ e (301 V50,50

Differentiating w.r.t. time we have

d
— (wp, wp) =(wy, (B + d)wy) + w;(0) (w, (0) — w; (0)V (0, 1))

dt
—w (1) (B, w: (1) + w: (HV (L, 1)) .
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Integrating by parts the first term on the r.h.s. of the previous display once in space, we obtain

d
dt

(wr, wy) = (wy, dwy) — (I, wy, Oy wy)
—(w (0)*V (0, 1) — (w, (1))?V(1,1). (37)

Now note that (w;, 0, w;) = %% (wy, wy). We now need to derive a Poincaré-type inequality.
For v € [0, 1] we have, from Cauchy-Schwarz inequality,

v v 2
/0 (@) ?du = ( /0 Buw (Wydu)” = (wy(0)% + (w; (0)) = 2u; O)w; (v),
which implies
1 1 1
/ (wy(v)*dv < / (@ wr () du — (w(0))* + 2w (0) / w; (v)dv.
0 0 0
From Young and Cauchy-Schwarz inequalities, for any A > 0
1 1 A 1
wO [ wwdo = oo+ 5 [ e,
0 2A 2 Jo
and plugging this inequality in the previous display, we obtain
1 1
1
(1-4) / (w; (v)*dv < f (w0 du + (5 = 1) w 0)”.
0 0
Note that the inequality above allow us to trade some control over the boundary by some
control over the bulk. The goal is to find an optimal A that still allow us to have exponential

decay, w.r.t. the L2 norm, to the steady state. In this way, we obtain from (37), V (1, ¢) being
non-negative,

1d
0= 5 (wp, we) + @uwr, duwy) + (W (0)*V (0, 1) + (w,(1)*V (1, 1)
1d
> 5 oW ) By, duwr) + (w;(0)?V (0, 1)
1d 1
> 5w wg) + (1= A)w, wi) + (W (0)*(1 — STV,

Recall that from Lemma 5.4 we know that V(O t), V(1,1) are larger than some positive
constant. We now need to choose A such that 1 — f—i—V(O t) > Oforall7,with A < 1. Letting
V(0,t) > vg > 0 for some constant vy as in Lemma 5.4, and choosing A = i 1

TFog < I,
we conclude that

d
0z 5o lwillj + 75— ||wt||L2

I\JM—*

+

From Gronwall’s inequality and since ||wo||L2 < 1, we conclude that IIw,IIi2 <

exp (—2 ]ﬁ’zk t). Recalling that Sp = p a.s. ends the proof. O

Appendix A: Replacement Lemmas

In this section we prove the replacements lemmas that are needed along the arguments
presented above. We start by obtaining an estimate relating the Dirichlet form and the carré
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du champ operator for this model. As above, for simplicity of the presentation, we state and
prove the results for the case K = 2, but the extension to the general case is completely
analogous.

A.1. Dirichlet Forms

Let p : [0, 1] — [0, 1] be a measurable profile and let vllj\'(_) be the Bernoulli product measure
on Qy defined by
v @ in) =1) = p(3). (38)

For a probability measure  on Qpy and a density f : Qy — R with respect to u, the
Dirichlet form is defined as

(fo=Ln = (Fs=Lnoflu + 55 (F s —LNb Fhus (39)

and the carré du champ is defined by:

Dy(/f, 1) = Dn oG/ f ) + 35 Dn o (/o 1), (40)

where

n—2 2
Dy o/ fom) = Z/Q [\/f(nx'x“)—\/f(n)} du,
x=1 N
Dya/Fow = ¥ [ eEmlVTan - VFm] du 1)

xelf

where we recall the rates c;—r defined in (5) , and Dy, = Dy,— + Dy +. We claim that for
6 > 1 and for p : [0, 1] — [0, 1] a constant profile equal to, for example, «, the following
bound holds

ENVE NPy S =DnGFvl) + 0. (42)

From Lemmas 5.1 and 5.2 of [1] it is only necessary to control the contribution from the
non-linear part of the boundary dynamics. To do that, it is enough to apply Lemma 5.1 of [3]
and the result follows. We leave these computations to the reader.

Remark A.1 (On the bound of the Dirichlet form) Note that for any a, b we have the identity
ab —b? = —3(a — b)> + 3(a® — b). This implies directly that

1 1
NV Flu = —EDN«/F, W+ 5 En(Ex )]

for any measure p. If p is the invariant measure of the system, then the last term on the
right hand side of last display vanishes. For this model we have no information about the
stationary measure and by taking p = vlftv this term is non zero and has to be controlled. For
the bulk dynamics, when computing that term with respect to the v/, it clearly vanishes, but
the same is not true for the boundary dynamics. Since we are dealing with the case 6 > 1 we
are reduced to bound N~ E N I(LN,pf)(n)] and in this case the bounds provided by Lemma
5.1 of [3] are enough. Never%heless, in the case 6 < 1 these bounds do not work any more
and a new argument is needed.
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A.2. Replacement Lemmas
We start this section by proving the next lemma which is the basis for the replacement lemmas
that are presented next.

LemmaA.2 Letx <y € Ay andlet ¢ : Qn — Qpn be a bounded function which satisfies
o) = e>¥t) for any z = x, , ¥ — 1. For any density f with respect to vy and any
positive constant A, it holds that

(@@ =n). oy | S EDVGF V) +AG = .
Proof By summing and subtracting appropriate terms, we have that

|<<p(n)(n(x) — (), [l

Z

=X

/ oM ((2) — 1z + L) — fF&¥TH] dvl

)’

(M (z)

0+ L) + FOFTHD] dvY

Note that since ¢ satisfies ¢(17) = @(n@*t!) forany z = x,---,y — 1, by a change of
variables, we conclude that the last term in the previous display is equal to zero. Now, we
treat the remaining term. Using the equality (¢ — b) = (/a — ~/b)(y/a + ~/b) and then
Young’s inequality, the first term at the right-hand side of last display is bounded from above
by a constant times

y—1 2
A 1
; 7 / (@) — n(z + 1))* (\/f(n”“) + Jf(n)) dvl + aDN<,/ ooy

The fact that ¢ is bounded, |7(x)] < 1 and f is a density, the integral in last expression is
bounded from above by a constant. This ends the proof. O

We are now able to show the first Replacement Lemma.

LemmaA.3 Fix x,y € Ay such that |x — y| = o(N). Let ¢ : Qny — QN be a bounded
function which satisfies p(n) = (T forany z = x,--- ,y — 1. Foranyt € [0, T] we
have that

t
limsupE, H/ e(mgn2) Mgn2 (X) — nen2 (¥))ds
N—+o0 0

} =0. 43)

Proof The starting point in the proof is to change from the measure p y to a suitable measure,
which for our purposes is the Bernoulli product measure v;v(_) with a constant profile p(-) =
a € (0, 1). By the explicit formula for the entropy, it holds

Hwhd) =) uw(n)log(]f‘”((':)) Nlog( ) 3 v =

neQy p() neQn

Therefore, by the entropy inequality and Jensen’s inequality, for any B > 0O the expectation
in the statement of the lemma is bounded by

%+ ﬁ logEvg[elfé Bth(nS,\ﬂ)(nSNz(X)—nSNz(y))dS\i|' (44)
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Since el < ¢* + ¢~¥ and

lim sup N log(an + by) < max {hm @up N log(ay), lim sup 5 log(bN)}
N—o00 N— N—o0

we can remove the absolute value from (44). By Feynman-Kac’s formula (see Lemma 7.3 in
[1]), (44) is bounded by

Co
5 1w {lem e = 10D Nyl + FET VD)

where the supremum above is over densities f with respect to v. By Lemma A.2 with the
choice A = N we have that

[ = 0O Py | € FONWTvl) + Fly = xl.

From (42) and the inequality above, the term on the right-hand side of (44), is bounded from
above by %Iy — x|+ %. Taking N — oo and then B — +o00 we are done. O

Lemma A4 (Replacement Lemma) Let  : Qy — Qn be a bounded function which satisfies
v = v@@tY foranyz = x4+ 1, ,x +eN — 1. Foranyt € [0,T]and x € Ay
such that x € {1,--- , N — eN — 2} we have that

ﬁmwNM&m%w[Viwmmxmm@)‘”Nu»m]zo. (45)
e—>0 N—>+o0

Note that for x € Ay such that x € {N — £N — 1, N — 1} the previous result is also true,
but we replace in the previous expectation n (x) by 7 (_5 N , (x), where both averages were

defined in (17).

Proof We present the proof for the case when x € {I,---, N — &N — 2} but we note that
the other case is completely analogous. By applying the same arguments as in the proof of
the previous lemma and by changing to the Bernoulli product measure v with & € (0, 1),
we can bound from above the previous expectation by

G +rsup {lo @ =TV Ayl + FEVT VD)

where B is a positive constant. The supremum above is over densities f with respect to vév .
The first term in the supremum above can be bounded by

x+eN

D Mm@ = n()), il
y=x+1
By Lemma A.2 with the choice A = % and from (42), the term on the right-hand side of
(46), is bounded from above by Be + % Taking N — 00, ¢ — 0 and then B — 400 we
are done. ]

Now we state the replacement lemma that we need when the process is speeded up in the
subdiffusive time scale.

Corollary A.5 Recall from (24) the definition of the mass of the system m{v at the subdiffusive
time scale tN'10. Forany 0 > 1 andt € [0, T] and x # z € Ay we have that

t
limsupE,, H/ Ny N1+ (2) (g y1+0 (x) — mév)ds
N—+00 0

}:0 (A7)
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The proof follows exactly the same strategy as above, the only difference being that when we
use Lemma A.2 the function ¢(n) = 5(z) is not invariant under the exchanges in the bulk.
Nevertheless, by observing that the integrand function above can be written as

n(z)

(@) — (=, 1)) = Z(n(x) —n(y)
() #X () )
= ) = @)+ 5 Y ) =0 o))

»;éxz

and thanks to the exclusion rule the first term in the last line of last display vanishes as
N — +00, and to finish the proof it is enough to estimate the second term in the last line of
last display. To finish the proof, we distinguish two cases: either x < z or x > z. We do the
proof for the case x < z, but the other one is completely analogous. Observe that

TS )~ nom = Z(n(x)—n(y>>+ﬂ 3 (1 = o

)#A z y=z+1

Now we explain how to estimate each one of the terms in the previous display. We present
the proof for the first term but the second one is analogous. Therefore, we have to estimate

! NgN1+0 (Z) =

1
B | | "N =1 2o (swiso () = ngyiso (7)ds
y=1

Now, we mimic the proof of the previous lemma. By following the first part of the proof, last
expectation is bounded from above by

%+tst}p{ 1) Z(W(X)—ﬂ(y)) ) NH‘ B ﬁN\/7 \/7VN}

where B is a positive constant. The supremum above is over densities f with respect to v).
Now, repeat the proof of Lemma A.2 and the previous lemma and to conclude, make the
choice A = BN~Y. We leave the details to the reader.

Appendix B: Energy Estimate

Now we prove that the density p(¢, u) belon s to the space L2(0, T; H"), see Definition 2.1.
Define the linear functional £,, defined in C,’ [O, T1x (0, 1)) by

T 1 T ,l
£,(G) = / / 0,Gs(u)p(s,u)duds = / / 0,Gs(u) (s, du)ds.
0 0 0 0

Proposition B.1 There exist positive constants C and c such that

E| sup [6,6) ~clGB}] = € < o0,
GeC®'([0,T1x(0,1))

Above |G|y denotes the norm of a function G € L2([0, T1 x (0, 1)).
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Before proving this result, we state and prove an energy estimate for the macroscopic
density.

Corollary B.2 Any limit point Q of the sequence (Qn)n>1 satisfies
Q (7. € DO, T, M), 7 := pw)du, p e L*O0;T,H") =1
We denote Rt the event above.

Proof of Corollary B.2 We first note that because of the exclusion between particles, every
limit point QQ is concentrated on trajectories of measure that are absolutely continuous with
respect to the Lebesgue measure (see e.g. [17], p.57, last paragraph for more details).

From Proposition B.1, £, is Q-almost surely continuous and therefore we can extend
this linear functional to L2([0, T'] x (0, 1)). As a consequence of the Riesz’s Representation
Theorem there exists H € L2([0, T] x (0, 1)) such that

T 1
Ep(G)Z—/O /OGs(u)Hx(u)duds

forall G € C21([0, T] x (0, 1)). From this we conclude that p € L2(0, T; H!). o

Proof of Proposition B.1 By density and by the Monotone Convergence Theorem it is enough
to prove that for a countable dense subset {G, hmen on Co-2([0, T1 x (0, 1)) it holds that

E [max{ep(Gk) — c||Gk||%}] < Co,
k<m

for any m and for C independent of m. Note that the function that associates to a trajectory
. € D([0, T1, M) the number maxg <y {£,(G*) — ¢||G* |13}, is continuous and bounded
w.r.t. the Skorohod topology of D([0, T], M™) and for that reason, the expectation in the
previous display is equal to the next limit

Jim [% { / Z 0G5 (3)ng2 ()ds — ]| G* ||2H

By entropy and Jensen’s inequalities plus the fact that e™¥k=m @ < ™" % the previous
display is bounded from above by

1 - r
Co+ logBuy | Doew || 3 4Gl Gomaeds — eNIGHI] |
k=1 xeAy

By linearity of the expectation, to treat the second term in the previous display it is enough
to bound the term

1
lim sup —logEN exp / Z 0.Gs (% )ngNz(x)ds—chlGllz} ,

N—o0 xeAy

for a fixed function G € C? ’2([0, T]x (0, 1)), by a constant independent of G. By Feynman-
Kac’s formula, the expression inside the limsup is bounded from above by

/ (3 [ X G Gomesonds) = clG1E + Neu/Fo v Fry | ds. 49

N xeAy
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where the supremum is carried over all the densities f with respect to vY. Note that by a
Taylor expansion on G, it is easy to see that we can replace its space derivative by the discrete
gradient V]J\? Gy ( XN;I) by paying an error of order 0(%). Then, from a summation by parts,

we obtain
N-=2

|3 GG = e+ vy fanavy

N x=1

By writing the previous term as one half of it plus one half of it and in one of the halves we
swap the occupation variables 1 (x) and n(x + 1), for which the measure v, is invariant, the
last display becomes equal to

1 N-2
2 /Q Y GG W) =0l + D)) = fTD)dvy. (50)

N x=1

Repeating similar arguments to those used in the proof of Lemma A.2, the last term is bounded
from above by

1 e
i L X GG Tm + rar

N x=1
1 N-2
b /Q S VT = For vy
N x=1
C 1
<5 2 GG+ Do F v
xeAn

for some C > 0. From (42) we get that (49) is bounded from above by
! 1 2 2
[ [1+y X GGnas - ciGis
0 xeAy

plus an error of order 0(%). Above C is a positive constant independent of G. Since

1
— erAN(G‘v(%))z converges, as N — +00, to ||G||%, then it is enough to choose ¢ > C

to conclude that

lim sup {c/OT [1+% > (Gs(%))z]ds - c||G||%] <1

N—oo xeAy

and we are done. O

Appendix C: Uniqueness of Weak Solutions of (8)
We start this section by recalling from Sect.7.2 of [4] the next two lemmas, which will

be used in our proof. The first one concerns uniqueness of the strong solutions of the heat
equation with linear Robin boundary conditions.
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Lemma C.1 Foranyt € (0, T], the following problem with Robin boundary conditions

s (s, u) + aag(p(s, u) = rp(s,u), (s,u)€[0,1) x(0,1),

3,0(s,0) = b(s,0)p(s, 0), s €10,1), 51)
a,0(s, 1) = =b(s, Dp(s, 1), s €[0,1),
@t u) = h(u), ue(,1),

with h = h(u) € CZ([0,11), 2 > 0,0 < a = a(u,1) € C>2([0, T] x [0, 11), and for
ue{0,1},0 < b =b(u,t) € C2[O, T1, has a unique solution ¢ € C]'z([O, t] x [0, 1]).
Moreover, if h € [0, 1] then we have ¥ (s, u) € [0, t] x [0, 1]:

0<g(s,u) <e =9,
The second lemma is a technical regularization result on the coefficients b(s, ).

Lemma C.2 Let O < b be a bounded measurable functionin [0, T], A ={t € [0,T]: b(t) >
0} and p € [1, 00). Then there is a sequence (by)r=0 of positive functions in C*°[0, T] such

that by =% b in LP ([0, T]) and

For the proof of Lemma 2.4, that is of uniqueness of weak solutions of (8), we will follow
Filo’s method [12], but mostly as presented in Sect. 7.2 of [4]. The main idea is to choose a
particular test function for the weak formulation satisfied by w := p(!) — p@® where p"
and p®@ are two weak solutions with the same initial data. Although we do not have as much
work to treat the bulk terms as in [4], our main issue is the non linearity of the boundary
conditions.

Recalling the weak formulation in (9) and Lemma 5.4, since

D;. 5 pV(0) = Dj 5 pP (v) = —ws () Vio (0P, 0P (0, v) 1= —wy (V) Vi 6 (v, 5)

forv=0,1and (A, 0) = («, ¥), (B, §), we have:

b

by

LP(A)

t t
(G = [t (3 4+8.)Gadds + [ 00)(3,G(0) = Go(0)Vay 0.))ds
0 0

t
~ [ (A6 + Gu) Vs ) )ds. (52)
0

Now we choose our test functions. Since V.. does not have enough regularity, we have to
overcome this problem by using Lemma C.2. We focus on the left boundary, since for the
right boundary the computations are analogous. Let Ag = {t € [0,T] : V,,(0,7) > 0}
(similarly, we define A; with respect to the right boundary). From Lemma 5.4 we have
Va,y(0,5) > 0 and we may therefore exchange [0, ] by Ag (resp. A;) and apply Lemma
C.2. As a consequence of Lemma C.2, for k large enough, there exists by (s, 0) close to
Va,y (0, 5) in LP([0, T']) for p € [1, +00):

H VO{,)/(O? ) _
bi (-, 0)

1 <e€

LP(Ao)

fore > Oand Ag = {s € [0, 1] : Vi, (0, s) > 0}. Now we choose the space of test functions
as a sequence ¢y, where for each k, the function ¢y solves (51) with bg (-, 0) given above and
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with A = 0. From the boundary conditions of (51), second term in (52) writes as

t
/0 010, )3 0) (B (0. 5) — Viay (0. 5)) ds. (53)

Exchanging [0, ] by Ao, the last display can be bounded from above by

’/ ¢k (0, $)ws (005 (0, 5) <1 - M) ds|
A e : A br (0, 5)

Va,y (0, 5)
br(0, 5)

<e

~o ’

< 216k (0, $)ll L1 ag) 1
L'(Ao)

where we used that ¢ (-) and w(-) are bounded functions. For the right boundary the argument
is completely analogous.
Now we treat the bulk term. From our choice of test function we have

t t
f (wy. (2 + 8y )i)ds = / (ws, (1 — @), 5))ds.
0 0

Letting a = 1, we thus have that (w;, ¢;) < €. Since ¢; = h, it is enough to take h = hy €

Cé([O, 1]) such that 1z (-) ]H—OO> Liue[o,11:w, wy>0 (¢, ) in L2([0, 1]). The conclusion follows
straightforwardly.

Remark C.3 We remark that for the model in [5] the lower bound takes the form of the term
x = K in the sum above, with y = 0. For K = 1, that is, the case studied in [1], we have
V=p0D4+p@ andthusV =0 — w=0.
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