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Abstract

Many reinforcement learning algorithms use trajectories collected from the execution of one or more policies to propose a new policy. Because execution of a bad policy can be costly or dangerous, techniques for evaluating the performance of the new policy without requiring its execution have been of recent interest in industry. Such off-policy evaluation methods, which estimate the performance of a policy using trajectories collected from the execution of other policies, have not provided confidences regarding the accuracy of their estimates. In this paper we propose an off-policy method for computing a lower confidence bound on the expected return of a policy.

Introduction

In this paper we show how trajectories generated by some policies, called behavior policies, can be used to compute the confidence that the expected return of a different policy, called the evaluation policy, will exceed some lower bound. This high confidence off-policy evaluation mechanism has immense implications in industry, where execution of a new policy can be costly or dangerous if it performs worse than the policy that is currently being used. There are many applications that are hindered by such safety concerns, including news recommendation systems (Li et al. 2010), automatic Propofol administration (Moore et al. 2010), and lifetime value optimization in marketing systems (Silver et al. 2013). In our experiments we show how our algorithm can be applied to a digital marketing problem where confidence bounds are necessary to motivate the potentially risky gamble of executing a new policy.

Although the off-policy evaluation problem has been solved efficiently in the multi-arm bandit case (Li et al. 2011), it is still an open question for sequential decision problems. Existing methods for estimating the performance of the evaluation policy using trajectories from behavior policies do not provide confidence bounds (Maei and Sutton 2011; Liu, Mahadevan, and Liu 2012; Mandel et al. 2014).

Our approach is straightforward—for each trajectory, we use importance sampling to generate an importance weighted return, which is an unbiased estimate of the expected return of the evaluation policy (Precup, Sutton, and Singh 2000). These importance weighted returns can be used by a concentration inequality (Massart 2007) to get a confidence bound on the expected return. The primary challenge of this approach is that the importance weighted returns have high variance and a large possible range, both of which loosen the bounds produced by existing concentration inequalities. We therefore derive a novel modification of an existing concentration inequality that makes it particularly well suited to this setting.

In the rest of this paper we explain how to generate the unbiased estimates, describe existing concentration inequalities, derive our new concentration inequality, and provide supporting empirical studies that show both the necessity of high confidence off-policy evaluation methods and the viability of our approach.

Preliminaries

Let $\mathcal{S}$ and $\mathcal{A}$ denote the state and action spaces, $r_t \in [r_{\text{min}}, r_{\text{max}}]$ be the bounded reward at time $t$, and $\gamma \in [0, 1]$ be a discount factor.\footnote{Although we use MDP notation, by replacing states with observations, our results carry over to POMDPs with reactive policies.} We denote by $\pi(a|s, \theta)$ the probability (density) of taking action $a$ in state $s$ when using policy parameters $\theta \in \mathbb{R}^{n_{\theta}}$, where $n_{\theta}$ is a positive integer—the dimension of the policy parameter space. A trajectory of length $T$ is an ordered set of states (observations), actions, and rewards: $\tau = \{s_1, a_1, r_1, s_2, a_2, r_2, \ldots, s_T, a_T, r_T\}$. We define the (normalized and discounted) return of a trajectory to be

$$R(\tau) := \left(\sum_{t=1}^{T} \gamma^{t-1} r_t\right) - R_- / R_+ - R_- \in [0, 1],$$

where $R_-$ and $R_+$ are upper and lower bounds on $\sum_{t=1}^{T} \gamma^{t-1} r_t$. In the absence of domain-specific knowledge, the loose bounds $R_- = r_{\text{min}} (1 - \gamma^T) / (1 - \gamma)$ and $R_+ = r_{\text{max}} (1 - \gamma^T) / (1 - \gamma)$ can be used. Let

$$\rho(\theta) := E [R(\tau)|\theta]$$

We define the (normalized and discounted) return of a trajectory to be

$$R(\tau) := \left(\sum_{t=1}^{T} \gamma^{t-1} r_t\right) - R_- / R_+ - R_- \in [0, 1],$$

where $R_-$ and $R_+$ are upper and lower bounds on $\sum_{t=1}^{T} \gamma^{t-1} r_t$. In the absence of domain-specific knowledge, the loose bounds $R_- = r_{\text{min}} (1 - \gamma^T) / (1 - \gamma)$ and $R_+ = r_{\text{max}} (1 - \gamma^T) / (1 - \gamma)$ can be used. Let

$$\rho(\theta) := E [R(\tau)|\theta]$$
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denote the performance of policy parameters \( \theta \), i.e., the expected discounted return when using policy parameters \( \theta \). We assume that all trajectories are of length at most \( T \).

We assume that we are given a data set, \( D \), that consists of \( n \) trajectories, \( \{ \tau_i \}_{i=1}^n \), each labeled by the policy parameters that generated them, \( \{ \theta_i \}_{i=1}^n \), i.e.,

\[
D = \{ (\tau_i, \theta_i) : i \in \{1, \ldots, n\}, \tau_i \text{ generated using } \theta_i \}.
\]

Note that \( \{ \theta_i \}_{i=1}^n \) are behavior policies—those that generated the batch of data (trajectories). Finally, we denote by \( \theta \) the evaluation policy—the one that should be evaluated using the data set \( D \). Although some trajectories in \( D \) may have been generated using the evaluation policy, we are particularly interested in the setting where some or all of the behavior policies are different from the evaluation policy. As described in the introduction, our goal is to present a mechanism that takes a confidence, \( (1-\delta) \in [0,1] \), as input and returns a corresponding lower bound, \( \rho_- \in [0,1] \), for the performance of the evaluation policy, \( \rho(\theta) \). The mechanism should also be able to take a lower bound, \( \rho_- \in [0,1] \), as input and return the confidence, \( 1-\delta \), that \( \rho_- \) is a lower bound on \( \rho(\theta) \).

### Generating Unbiased Estimates of \( \rho(\theta) \)

Our approach relies on our ability to take an element \( (\tau, \theta_i) \in D \), i.e., a trajectory \( \tau \) generated by a behavior policy \( \theta_i \), and compute an unbiased estimate, \( \hat{\rho}(\theta, \tau, \theta_i) \), of the performance of the evaluation policy \( \rho(\theta) \). We use importance sampling (Precup, Sutton, and Singh 2000) to generate these unbiased estimates:

\[
\hat{\rho}(\theta, \tau, \theta_i) = R(\tau) \frac{Pr(\tau|\theta)}{Pr(\tau|\theta_i)} := R(\tau) \prod_{t=1}^{T} \frac{\pi(a_t|s_t, \theta)}{\pi(a_t|s_t, \theta_i)}, \tag{1}
\]

where \( Pr(\tau|\theta) \) is the probability that trajectory \( \tau \) is generated by following policy \( \theta \). Note that we do not need to require \( \pi(a_t|s_t, \theta_i) > 0 \) for all \( s \) and \( a \) in (1), since division by zero can never occur in this equation. This is because \( a_{t_i} \) would have never been chosen in trajectory \( \tau_{t_i} \) if \( \pi(a_{t_i}|s_{t_i}, \theta_i) = 0 \).

For each \( \theta_i \), \( \hat{\rho}(\theta, \tau, \theta_i) \) is a random variable that can be sampled by generating a trajectory, \( \tau \), using policy parameters \( \theta_i \), and then using (1). If \( \pi(a_t|s_t, \theta) = 0 \) for all \( s \) and \( a \) where \( \pi(a_t|s_t, \theta_i) = 0 \), then importance sampling is unbiased, i.e., \( E[\hat{\rho}(\theta, \tau, \theta_i)] = \rho(\theta) \). However, it is important to consider what happens when this is not the case—when there is one or more state-action pair, \( s, a \), where \( \pi(a_t|s_t, \theta) > 0 \) but \( \pi(a_t|s_t, \theta_i) = 0 \). In this case \( \hat{\rho}(\theta, \tau, \theta_i) \) is a biased estimator because it does not have access to data that can be used to evaluate the outcome of taking action \( a \) in state \( s \). For simplicity, we avoid this by assuming that if \( \pi(a|s, \theta_i) = 0 \), then

---

2Note that \( \theta \) denotes the parameter vector of the \( i \)th trajectory and not the \( i \)th element of \( \theta \).

3Per-decision importance sampling (Precup, Sutton, and Singh 2000) is another unbiased estimator that could be used in place of ordinary importance sampling. Here we use ordinary importance sampling due to its simplicity.
the last section that \( b_i \) can be exceedingly large—about \( 10^{9.4} \) in the example of Fig. 1. In the following, for simplicity, we assume that all the random variables have the same upper bound, \( b \).

**Chernoff–Hoeffding (CH) inequality:** This bound indicates that with probability at least \( 1 - \delta \), we have

\[
\mu \geq \frac{1}{n} \sum_{i=1}^{n} X_i - b \sqrt{\frac{\ln(1/\delta)}{2n}}.
\]

**Maurer & Pontil’s empirical Bernstein (MPeB) inequality** (Maurer and Pontil 2009, Theorem 11): This bound replaces the true (unknown in our setting) variance in Bernstein’s inequality with the sample variance. The MPeB inequality states that with probability at least \( 1 - \delta \), we have

\[
\mu \geq \frac{1}{n} \sum_{i=1}^{n} X_i - \frac{7b \ln(2/\delta)}{3(n - 1)} - \frac{1}{n} \sqrt{\frac{\ln(2/\delta)}{2n} \sum_{i,j=1}^{n} (X_i - X_j)^2}.
\]

**Anderson (AM) inequality:** The Anderson inequality (Anderson 1969) is based on the Dvoretzky-Kiefer-Wolfowitz inequality (Dvoretzky, Kiefer, and Wolfowitz 1956), and the variant we use here is with the optimal constants found by Massart (1990). The AM inequality states that with probability at least \( 1 - \delta \), we have

\[
\mu \geq z_n - \sum_{i=0}^{n-1} (z_{i+1} - z_i) \min \left\{ \frac{j}{n}, \frac{\ln(2/\delta)}{2n} \right\} + \frac{1}{\sqrt{n}} 
\]

where \( z_1, \ldots, z_n \) are the samples of the random variables \( X_1, X_2, \ldots, X_n \), sorted such that \( z_1 \leq z_2 \leq \cdots \leq z_n \), and \( z_0 = 0 \). Unlike the CH and MPeB bounds, which hold for independent random variables, the AM inequality only holds for independent and identically distributed (i.i.d.) random variables, i.e., \( X_1, \ldots, X_n \) should also be identically distributed. In the context of our problem, this means that the AM bound can only be used when all of the trajectories in \( D \) were generated by a single behavior policy.

Notice that the effect of the range, \( b \), is decreased in MPeB relative to CH, since in MPeB the range is divided by \( n \), whereas in CH it is divided by \( \sqrt{n} \). While CH is based on the sample mean and MPeB is based on the sample mean and variance, AM takes into account the entire sample cumulative distribution function. This allows AM to only depend on the largest observed sample and not \( b \). This can be a significant improvement in situations like the example of Fig. 1, where the largest observed sample is about 316, while \( \hat{b} \) is approximately \( 10^{9.4} \). However, despite AM’s desirable property that it does not depend on the range of the random variable, it is not suitable for our problem for two reasons: \( 1 \) It tends to be looser than MPeB for random variables without long tails, due to its inherent reliance on the Kolmogorov-Smirnov statistic (Dion and Dufour 2005, Section 4). \( 2 \) As discussed earlier, unlike CH and MPeB, AM can be applied only if the random variables are i.i.d., and to the best of our knowledge, it is not obvious how to extend it to the setting in which the random variables are only independent and not identically distributed (in the context of our problem, this is when \( D \) is generated by multiple behavior policies).

Our goal in the rest of this section is to extend MPeB so that it is useful for our policy evaluation problem, i.e., so that it is independent of the range of the random variables and able to handle random variables that have different ranges but the same mean. This results in a new concentration inequality that combines the desirable properties of MPeB (general tightness and applicability to random variables that are not identically distributed) with those of AM (no direct dependence on the range of the random variables). In the context of our policy evaluation problem, it also removes the need to determine a tight upper bound on the largest possible importance weighted return, which may require expert consideration of domain-specific properties.

Our new bound is an extension of MPeB that relies on two key insights: \( 1 \) removing the upper tail of a distribution can only lower its expected value, and \( 2 \) MPeB can be generalized to handle random variables with different ranges if it is simultaneously specialized to random variables with the same mean. We prove our new concentration inequality in Thm. 1. To prove this theorem, we collapse the tail of the distribution of the random variables, normalize the random variables so that the MPeB inequality can be applied, and then use MPeB to generate a lower-bound from which we extract a lower-bound on the mean of the original random variables. Our approach for collapsing the tails of the distributions and then bounding the means of the new distributions is similar to bounding the truncated mean and is a form of Winsorization (Wilcox and Keselman 2003). Later we will discuss how the threshold values, \( c_i \), can be selected automatically from the data.

**Theorem 1.** Let \( X_1, \ldots, X_n \) be \( n \) independent real-valued bounded random variables such that for each \( i \in \{1, \ldots, n\} \), we have \( \Pr (0 \leq X_i) = 1 \), \( \mathbb{E}[X_i] \leq \mu \), and the fixed real-valued threshold \( c_i > 0 \). Let \( \delta > 0 \) and \( Y_i := \min\{X_i, c_i\} \). Then with probability at least \( 1 - \delta \), we have

\[
\mu \geq \left( \frac{\sum_{i=1}^{n} \frac{1}{c_i}}{\sum_{i=1}^{n} \frac{1}{c_i}} \right)^{-1} \left( \sum_{i=1}^{n} \frac{Y_i}{c_i} \right) - \left( \frac{7n \ln(2/\delta)}{3(n - 1)} \right) \left( \frac{\ln(2/\delta)}{2n} \sum_{i,j=1}^{n} \left( \frac{Y_i}{c_i} - \frac{Y_j}{c_j} \right)^2 \right)^{1/2}.
\]

**Proof.** We define \( n \) independent random variables, \( Z_i = \frac{Z_i}{c_i} \). Thus, we have

\[
\tilde{Z} := \left( \frac{\sum_{i=1}^{n} Z_i}{\sum_{i=1}^{n} \frac{1}{c_i}} \right)^{-1} \left( \sum_{i=1}^{n} \frac{Y_i}{c_i} \right),
\]

since \( \mathbb{E}[Y_i] \leq \mathbb{E}[X_i] \leq \mu \), we may write

\[
\mathbb{E}[Z] = \frac{1}{n} \sum_{i=1}^{n} \frac{\mathbb{E}[Y_i]}{c_i} \leq \frac{\mu}{n} \sum_{i=1}^{n} \frac{1}{c_i}.
\]
Notice that the $Z_i$ random variables, and therefore also the $(1 - Z_i)$ random variables, are $n$ independent random variables with values in $[0, 1]$. So, using Thm. 11 of Maurer and Pontil (2009), with probability at least $1 - \delta$, we have

$$E[1 - Z] \leq 1 - Z + \frac{\sqrt{2V_n(1 - Z) \ln(2/\delta)}}{n} + \frac{7\ln(2/\delta)}{3(n - 1)}, \tag{5}$$

where the empirical variance, $V_n(1 - Z)$, is defined as

$$V_n(1 - Z) := \frac{1}{2n(n - 1)} \sum_{i,j=1}^{n} ((1 - Z_i) - (1 - Z_j))^2$$

$$= \frac{1}{2n(n - 1)} \sum_{i,j=1}^{n} (Y_i / c_i - Y_j / c_j)^2. \tag{6}$$

The claim follows by replacing $Z, E[Z]$, and $V_n(1 - Z)$ in (5) with (3), (4), and (6).

**Remark 1:** Notice that if $\Pr(X_i \leq b_i) = 1$ and $c_i = b_i$ for all $i$, then Thm. 1 degenerates to Thm. 11 of Maurer and Pontil (2009).

**Remark 2:** Thm. 1 allows us to take evaluation policy parameters $\theta$, a set of trajectories, $D$, generated by several behavior policies, and a confidence level, $(1 - \delta)$, as input, and return a probabilistic lower bound on the performance of this policy, $\rho(\theta) = \mu$. The lower bound is the right-hand-side (RHS) of (2).

**Remark 3:** Despite the nested sum, $\sum_{i,j}$, the RHS of (2) can be evaluated in linear time (a single pass over the samples), since we may write

$$\sum_{i,j=1}^{n} (A_i - A_j)^2 = 2n \sum_{i=1}^{n} A_i^2 - 2 \left( \sum_{i=1}^{n} A_i \right)^2,$$

and so (2) may be rewritten as

$$\mu \geq \left[ \frac{1}{\sum_{i=1}^{n} c_i} \right]^{-1} \left[ \sum_{i=1}^{n} \frac{Y_i}{c_i} - \frac{7n \ln(2/\delta)}{3(n - 1)} \right] - \sqrt{\frac{2 \ln(2/\delta)}{n - 1} \left( \sum_{i=1}^{n} \frac{Y_i}{c_i} \right)^2 - \left( \sum_{i=1}^{n} \frac{Y_i}{c_i} \right)^2 + 1}.$$

**Remark 4:** Whereas in Remark 1 we used a confidence, $1 - \delta$, to compute a lower bound on $\rho(\theta) = \mu$, the bound can also be inverted to produce a confidence from a lower bound, $\mu \geq \mu_\ast$. Let

$$k_1 = \frac{7n}{3(n - 1)}, \quad k_3 = \mu - \sum_{i=1}^{n} \frac{Y_i}{c_i} - \sum_{i=1}^{n} \frac{Y_i}{c_i},$$

$$k_2 = \sqrt{\frac{2}{n - 1} \left( \sum_{i=1}^{n} Y_i^2 / c_i - \left( \sum_{i=1}^{n} Y_i / c_i \right)^2 \right)},$$

$$\zeta = -k_2 + \sqrt{k_2^2 - 4k_1k_3},$$

Then our confidence that $\mu \geq \mu_\ast$ is

$$1 - \delta = \begin{cases} 1 - \min\{1, 2 \exp(-\zeta^2)\} & \text{if } \zeta \text{ is real and positive,} \\
0 & \text{otherwise.} \end{cases}$$

**Remark 5:** In order to use the result of Thm. 1 in our policy evaluation application, we must select the values of the $c_i$, i.e., the thresholds beyond which the distributions of the $X_i$ are collapsed. To simplify this procedure, we select a single $c > 0$ and set $c_i = c$ for all $i$. When $c$ is too large, it loosens the bound just like a large range $b$ does. On the other hand, when $c$ is too small, it decreases the expected values of the $Y_i$, which also loosens the bound. The optimal $c$ must properly balance this trade-off between the range and mean of the $Y_i$. Fig. 2 illustrates this trade-off for the mountain car problem described in Fig. 1.

![Figure 2: The lower bound $\mu_\ast$ from Thm. 1 when using different values of $c$ on the 100,000 trajectories used to generate Fig. 1. The optimal value of $c$ is around 100, which equates to collapsing the tail of the distribution in Fig. 1 at 100. The curve continues below the horizontal axis down to $-129,703$ for $c = 10^{-4}$, i.e., the upper bound on $\rho(\theta, \tau, \theta_\tau)$.](image349x487 to 528x603)
Table 1: A comparison of $95\%$ confidence lower bounds on $\rho(\theta)$. The $100,000$ trajectories and evaluation policy are the same as in Fig. 1 and 2. The sample mean (average importance weighted return) is $0.191$.

<table>
<thead>
<tr>
<th>Theorem 1</th>
<th>CH</th>
<th>MPeB</th>
<th>AM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{\theta}$</td>
<td>$0.154$</td>
<td>$-5,831,000$</td>
<td>$-129,703$</td>
</tr>
</tbody>
</table>

true mean is in $[0, 1]$, so we require $c^* > 1$. When some of the random variables are identically distributed, we ensure that they are divided with $1/20$ in $D_{\text{pre}}$ and $19/20$ in $D_{\text{post}}$.5

Experiments

Mountain Car

We used the mountain car data from Fig. 1 to compare the lower bounds found when using Thm. 1, CH, MPeB, and AM. The results are provided in Table 1. These results reflect our previous discussion—the large possible range of $\hat{\rho}(\theta, \tau, \theta_*)$ causes CH to perform poorly since it scales with $b/\sqrt{n}$. MPeB is the next worst since it scales with $b/(n-1)$. AM performs reasonably well since it depends on the largest observed sample, $510000 \approx 316$, rather than $b \approx 10^{9-4}$. However, as expected, Thm. 1 performs the best because it combines the tightness of MPeB with AM’s lack of dependence on $b$.

Digital Marketing using Real-World Data

Adobe Marketing Cloud is a powerful set of tools that allows companies to fully leverage digital marketing using both automated and manual solutions. It has been deployed widely across the internet, with approximately seven out of every ten dollars transacted on the web passing through one of Adobe’s products. Adobe Target, one of the six core components of Adobe Marketing Cloud, allows for automated user-specific targeting of advertisements and campaigns. When a user requests a webpage that contains an advertisement, the decision of which advertisement to show is computed based on a vector containing all of the known features of the user.

This problem tends to be treated as a bandit problem, where an agent treats each advertisement as a possible action and attempts to maximize the probability that the user clicks on the advertisement. Although this greedy approach has been successful, it does not necessarily also maximize the total number of clicks from each user over his or her lifetime. It has been shown that more far-sighted reinforcement learning approaches to this problem can improve significantly upon bandit solutions (Theocharous and Hallak 2013).

In order to avoid the large costs associated with deployment of a bad policy, in this application it is imperative that new policies proposed by RL algorithms are thoroughly evaluated prior to execution. Because off-policy evaluation methods are known to have high variance, estimates of performance without associated confidence bounds are not sufficient.

However, our high-confidence off-policy evaluation method can provide sufficient evidence supporting the deployment of a new policy to warrant its execution.

For our second case study we used real data, captured with permission from the website of a Fortune 50 company that receives hundreds of thousands of visitors per day and which uses Adobe Target, to train a simulator using a proprietary in-house system identification tool at Adobe. The simulator produces a vector of 31 real-valued features that provide a compressed representation of all of the available information about a user. The advertisements are clustered into two high-level classes that the agent must select between. After the agent selects an advertisement, the user either clicks (reward of $+1$) or does not click (reward of $0$) and the feature vector describing the user is updated. We selected $T = 20$ and $\gamma = 1$.

This is a particularly challenging problem because the reward signal is sparse—if each action is selected with probability $0.5$ always, only about $0.38\%$ of the transitions are rewarding, since users usually do not click on the advertisements. This means that most trajectories provide no feedback. Also, whether a user clicks or not is close to random, so returns have relatively high variance.

We generated data using an initial baseline policy and then evaluated a new policy proposed by an in-house reinforcement learning algorithm. Fig. 3 shows the $95\%$ confidence lower bound produced using different numbers of trajectories and various concentration inequalities. As in the mountain car example, Thm. 1 significantly outperforms previously existing concentration inequalities.

Fig. 4, gives our confidence for every possible lower bound. This characterizes the risk associated with deployment of the new policy since it gives a confidence bound for every possible outcome—it bounds the probability of different levels of degradation in performance relative to the behavior policy as well as the probability of different amounts of improvement. Fig. 4 is an exceptionally compelling argument for deployment of the new policy in place of the behavior policy.

Conclusion and Future Work

We have presented a technique that can instill the user of an RL algorithm with confidence that a newly proposed policy will perform well, without requiring the new policy to actually be executed. This is accomplished by providing confidence bounds for various levels of performance degradation and improvement. Our ability to compute tight confidence bounds comes from a novel adaptation of an existing concentration inequality to make it particularly well suited to this application. Specifically, it can handle random variables that are not identically distributed and our experiments suggest that it is tight even for distributions with heavy upper tails.

Our scheme for automatically selecting the threshold parameter, $c$, is ad hoc. This could be improved, especially by a method for adaptively determining how many samples should be used to select $c$. Second, our creation of a practical lower bound on the expected return of a policy might...
allow for the transfer of bandit algorithms to the sequential decision making setting.

Appendix

In this appendix we show that, for any \((\tau, \theta_i) \in D\), \(\hat{\rho}(\theta, \tau, \theta_i)\) is a random variable whose expectation is a lower bound on the performance of the evaluation policy, \(\rho(\theta)\). Let \(Y^c\) and \(Z\) be the sets of trajectories, \(\tau\), such that \(Pr(\tau|\theta) \neq 0\) and \(Pr(\tau|\theta_i) \neq 0\), respectively, and let \(Y^c \cap Z\) be the complement of \(Y^c\). Our claim comes from the following series of (in)equalities:

\[
E_{\tau \sim \theta_i} [\hat{\rho}(\theta, \tau, \theta_i)] = E_{\tau \sim \theta_i} \left[ R(\tau) \frac{Pr(\tau|\theta)}{Pr(\tau|\theta_i)} \right] 
\]

\[
= \int_R R(\tau) Pr(\tau|\theta) d\tau 
\]

\[
= \int_{Y} R(\tau) Pr(\tau|\theta) d\tau + \int_{Y \cap Z} R(\tau) Pr(\tau|\theta) d\tau - \int_{Y \cap Z} R(\tau) Pr(\tau|\theta) d\tau 
\]

\[
\leq \int_{Y} R(\tau) Pr(\tau|\theta) d\tau = E_{\tau \sim \theta} [R(\tau)] = \rho(\theta), 
\]

where \(E_{\tau \sim \theta}\) denotes the expected value when the trajectories, \(\tau\), are generated using policy parameters \(\theta\). In (8),

(a) This integral is zero because, from the definition of \(Y\), we have \(Pr(\tau|\theta) = 0\), for each \(\tau \in Y^c \cap Z\).

(b) This inequality holds because \(R(\tau) \geq 0\).

It is clear from (8) that if the support of \(Pr(\tau|\theta)\) (the evaluation policy) is a subset of the support of \(Pr(\tau|\theta_i)\) (the behavior policy), then \(\int_{Y \cap Z} R(\tau) Pr(\tau|\theta) d\tau = 0\), and as a result, \(E_{\tau \sim \theta_i} [\hat{\rho}(\theta, \tau, \theta_i)] = \rho(\theta)\), which means \(\hat{\rho}(\theta, \tau, \theta_i)\) is an unbiased estimate of \(\rho(\theta)\). However, if this is not the case, i.e., \(E_{\tau \sim \theta_i} [\hat{\rho}(\theta, \tau, \theta_i)] \leq \rho(\theta)\), our results are still valid, because later in the paper we will find a lower-bound on \(E_{\tau \sim \theta_i} [\hat{\rho}(\theta, \tau, \theta_i)]\), which would also be a lower bound on \(\rho(\theta)\) (our quantity of interest).
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