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Abstract
We consider the problem of distributed averaging of sensitive attributes in a network of agents without central

coordinators, where the graph of the network has an arbitrary degree sequence (degrees refer to numbers of neighbors
of vertices). Usually, existing works solve this problem by assuming that either (i) the agents reveal their degrees to
their neighbors or (ii) every two neighboring agents can perform handshakes (requests that rely on replies) in every
exchange of information. However, the degrees suggest the profiles of the agents and the handshakes are impractical
upon inactive agents. We propose a decentralized, handshake-free, asynchronous approach which is applicable upon
privatized degrees. In particular, we use a simple gossip algorithm that computes averages that are biased when the
graph is non-regular (upon unequal degrees) and then perform a procedure combining the biased averages for bias cor-
rection. We investigate a use case of the proposed approach for fitting a linear regression model upon privatizing the
features and the degrees. We provide theoretical guarantees that the mean squared error (MSE) between the average of
privatized attributes computed by our approach and the average of sensitive attributes is O(1n), where n is the number
of agents. We show on a synthetic graph dataset that the theoretical error is sufficiently tight. Also, we show on the
synthetic graph dataset and real graph datasets that, when fitting a regression model whose features are polynomials of
degrees, our approach can outperform the centralized averaging of locally privatized attributes.

Introduction
Over the last decade there has been significant interest in self-organizing distributed systems, where the
nodes (agents) in a communication network collaborate without central coordinators. One basic task
corresponds to the problem where every agent has an individual value and every agent would like to
know the average of those values. As we will argue, existing works usually assume a form of hand-
shakes between every two neighboring agents in every exchange of information, i.e., when one agent
uses information of a second agent, this second agent becomes aware of this and must actively help
the process. However, there exist practical scenarios where such interaction is time consuming due to
inactivity of some agents.

To give an illustrative example on communication without handshakes, let us consider a group of re-
searchers who aim at solving a particular problem. The researchers can follow each other, and thus read
each other’s currently best strategy in each other’s most recently published paper. The researchers work
on their solution strategy individually and without necessarily directly contacting others, attempting to
improve their current solution strategies based on their individual skills and the ideas read in the papers
of the followed colleagues. At some point, some of them might find a fully satisfactory solution.

Motivation
Usually, there are two common types of information flow [1]: pulling, where an agent asks its neigh-
boring agent for its value, and pushing, where an agent sends its value to a neighboring agent. In this
work, we study a weak form of pulling where an agent obtains the current value of a neighbor without
the neighbor being aware of this. In particular, every agent continuously publishes its current values
so that its neighbors can obtain it, but there is no other communication (e.g., there is no communi-
cation process to build overlay networks [3] that can improve distributed computations). Since the
agents do not exchange handshakes (like in the Transport Layer Security protocol), information dissem-
ination is more robust against inactive agents. Further, we assume that the degree is a sensitive attribute
because in some contexts it suggests the profile of an agent [2]. Finally, we mention that our approach
applies for graphs with power-law degree sequences which, as suggested by Zipf’s law, are common in
real-world (e.g., computer, social, biological) networks.

Setting
Communication model. We model our network of agents by a graph G = (V,E), where V is the set
of vertices (v ∈ V is a vertex) and E is the set of edges. We denote the order of the graph, i.e. |V |, by
n. We denote the degree of a vertex v by dv. We denote the degree sequence of G by d = (d1, . . . , dn).
For k ∈ R and x ∈ Rn, we denote the kth raw moment 1

n

∑n
i=1 x

k
i by µxk. We model G by a random

graph drawn from the configuration model which is defined as follows:

Definition 1. The configuration model is the probability distribution over graphs that is parametrized
by d, so that, for i ∈ [n− 1] and j ∈ {i + 1, . . . , n}, we have Pr

(
(vi, vj) ∈ E

)
=

didj
(
∑n

i′=1 di′)−1
.

Attack model. We assume that the agents are honest-but-curious, i.e., all agents follow the established
protocols (they are honest), but they try to use the available information to infer sensitive information of
other agents (they are curious).

We interpret a basic dataset as a table with instances over rows and (scalar) attributes over its columns.
In local differential privacy, the common idea is to add noise to attributes, and such attributes are known
as sensitive attributes. We define (ϵ, δ)-differential privacy for graphs:

Definition 2. Let ϵ, δ ≥ 0. A randomized algorithm A is (ϵ, δ)-differentially private if and only if, for all
tuples (D,D′) in a collection where datasets D and D′ differ only in the attribute of one instance and
for all S ⊆ image(A), we have Pr(A(D) ∈ S) ≤ eϵPr(A(D′) ∈ S) + δ.

Approach
We intend to design a communication protocol for distributed averaging, where (i) individual values and
degrees are kept differentially private, (ii) the computed averages are unbiased, (iii) the choice of the
degree sequence is arbitrary, (iv) handshakes are absent, and (v) central coordinators are absent.

Our approach has two parts. In the first part, the agents commit to a simple gossip algorithm (SiGo) for
distributed averaging. More specifically, every agent hides their sensitive attributes under differential
privacy noise and makes them visible to the neighbors. Then, every agent repeatedly computes the av-
erages the values revealed by their neighbors and updates the displayed value by the computed average.
At some point this converges and the computed averages are biased when the graph is non-regular. In
the second part, the agents perform a procedure combining the biased averages for bias correction.

Algorithm 1: SimpleGossip (SiGo)
Input : A ∈ [0, 1]n×n : adjacency matrix of the graph of agents

itgo ∈ N : number of gossip iterations
w ∈ Rn

Output: z ∈ Rn

d←
∑n

i=1A:,i

T← diag(d◦−1)A (◦ denotes the operator for the element-wise power)
z← Titgow

Theorem 1. Let w ∈ Rn. Let A be the adjacency matrix of a simple, connected graph
with at least one odd cycle. We have limitgo→∞ SiGo

(
A, itgo, (wi)

n
i=1

)
= 1

n
1
µd

∑n
i=1 diwi, where

SiGo
(
A, itgo, (wi)

n
i=1

)
denotes any element of the output of SiGo. In later references, we shorthand

limitgo→∞ SiGo
(
A, itgo, (wi)

n
i=1

)
by SiGo

(
(wi)

n
i=1

)
.

Theorem 1 suggests that the resulting average is biased by µd and di when di ̸= µd. We define the
bias-correcting gossip algorithm (BCGo) that combines two runs of Sigo for bias correction:

SiGo
(
(wk

i d
−1
i )ni=1

)
SiGo

(
(d−1i )ni=1

) =
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wk
i = µwk. (1)

Use Case on Linear Regression
Let m ∈ N. We define a special case of multiple linear regression model with m + 1 regression param-
eters and one-dimensional target value. For every i ∈ [n],

yi = θ0 + θ1d
k1
i + . . . + θmdkmi + ξ

reg
i , (2)

where θ0, . . . , θm ∈ R are regression parameters, dk1i , . . . , dkmi ∈ R are features, k1, . . . , km ∈ R, yi
is a target value, Ξregi ∼ N (0, σ2reg) is regression noise with variance σ2reg, and ξ

reg
i is an independent

observation of Ξ
reg
i . Further, let X =

[
1 x1 . . . xm

]
∈ Rn×(m+1), where x1, . . . ,xm are feature

vectors. Let y be the vector of target values. Let θ̂ be the vector of parameter estimates. By ordi-

nary least squares, θ̂ =
(
1
nX

TX
)−1

1
nX

Ty, where 1
nX

TX contains µdk1, . . . , µdkm, µd2k1, . . . , µd2km,

µdk1.dkm, . . . , µdkm−1.dkm and 1
nX

Ty contains µy, µy.dk1, . . . µy.dkm. The mentioned averages are U-
statistics of degree 1 (definition omitted).

Privatization. Let k ∈ R. Let Ξdpi,k ∼ N
(
dki , (σ

dp
k )2

)
, where σ

dp
k =

√
2 log(1.25/δ′)∆(dki )

ϵ′ , ∆(dk) =

maxd′∈[dmin,dmax−1]

∣∣∣(d′)k − (d′ + 1)k
∣∣∣, and (ϵ′, δ′) is the privacy budget for one sensitive attribute. We

denote a privatized attribute by νi,k (an independent observation of Ξdpi,k). We define the theoretical error
between the average of sensitive attributes and the average of privatized attributes respectively computed
by BCGo and the centralized averaging (Cen), i.e., the averaging operator 1

n

∑n
i=1:

eBCGok = E
[(
sk − SBCGok

)2]
, eCenk = E
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sk − SCenk

)2]
,
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n
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k
i , S
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) . Both errors are O
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1
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)
(proof

omitted). We define the corresponding empirical errors as follows:

êBCGok =

1

n

n∑
i=1

dki −
SiGo

(
(νi,k−1)

n
i=1

)
SiGo

(
(νi,−1)ni=1

)
2
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Experiments
Experiment 1. We compare the precision of the averages of privatized attributes respectively computed
by BCGo and Cen. Secondly, we evaluate if the theoretical errors are tight (within factor of 10) with
respect to their empirical counterparts. Thirdly, we investigate if the theoretical errors indeed display
the tendency to decrease linearly in n.

Experiment 2. We compare the utility of the regression model respectively fitted using the averages
computed by BCGo, SiGo, and Cen. In particular, we evaluate the MSE between true and predicted
target values (of a test set of size 103).

Our synthetic graph dataset is created by generating a power-law degree sequence and generating a
graph that follows the configuration model. For real graph datasets, we use the graphs of the email
network dataset (1005 vertices and 25571 edges) and the autonomous systems dataset (6474 vertices and
13895 edges), both of which are part of SNAP [4].

For every i ∈ [n], let yi = θ0 + θ1d
−1
i + θ2d

1/2
i + θ3d

2
i + ξ

reg
i , where θ0 = 0, θ1 = θ2 = θ3 = 1, and

σreg = 1. Let δ = 10−5, itgo = 210, dmin = 3, and dmax = 102. We fix the number of experiment
repetitions to itexp = 210 (details of the randomization of experiments omitted).

Figure 1: Results of Experiment 1 (synthetic dataset), when ϵ = 22. k = 1/2 (left) and k = 2 (right) respectively corresponds
to estimation of µd1/2 and µd2. The MSE is normalized dividing by (6σdp

k )2

Figure 2: Results of Experiment 2 (the email network dataset on the left and the autonomous systems dataset on the right)
The MSE is normalized dividing by the variance of true target values

Conclusion and Future Work

• BCGo can outperform Cen since eBCGok

eCenk
≈

(
m+2
m

)2 log(5(m+2)
4δ )

log(5m4δ )

(
µd2

(
∆(dk−1i )
∆(dki )

)2

+
µdk

µ2
d

(
∆(d−1i )
∆(dki )

)2)
, and,

for k ≥ 2, we have ∆(dk−1i )
∆(dki )

=
dk−1max−(dmax−1)k−1
dkmax−(dmax−1)k

• BCGo can estimate the unbiased sample variance which is a U-statistic of degree 2 as, for z ∈ Rn,
the unbiased sample variance is 1

n(n−1)
∑

j>i(zi− zj)
2 = 1

n−1
∑n

i (zi−µz)
2, and we can compute µz

and 1
n

∑n
i (zi − µz)

2. This way, it remains to identify a strategy to estimate n− 1
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